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ABSTRACT

Effective resource management requires tools and decision aides to help determine 

users’ needs and appropriate assignment The goal of this research was to design, im­

plement and test technological tools that, even in a dynamic environment, effectively 

support the matching of users and resources. The context of the investigation is the 

Information Center, the structure used to manage and control the computing resources 

demanded by end users. The major contributions of the research lie in two areas: (1) the 

development and use of a knowledge acquisition methodology called Resource Attribute 

Charts (RAC), which allow for the structured definition of the resources managed by the 

IC, and (2) the design, implementation, validation, and verification of the transportability 

of Information Center Expert, a system that supports the activities of the IC personnel. 

Prototyping, the system development methodology commonly used in software engineer­

ing, was used to design the general architecture of the knowledge acquisition tools, the 

knowledge maintenance tool, and the expert system itself. The knowledge acquisition 

tools, RAC, were used to build the knowledge base of ICE (Information Center Expert). 

ICE was installed at two coiporate sites, its software recommendations were validated, 

and its transportability from one location to another was verified experimentally, The via­

bility of a rule-based consultation system as a mechanism for bringing together knowledge 

about users, problems, and resources for the puipose of effective resource management 

was demonstrated.
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Chapter 1 

INTRODUCTION

The ability to identify resource needs and to acquire and allocate resources is essential to 

the effective management of any organization. Resource management consists of those 

activities involved in the optimal allocation and administration of an organization’s hu­

man, financial, physical and informational resources needed to fulfill the organization’s 

mission and achieve its goals and objectives [Bender 1983]. Effective resource man­

agement requires two things: (1) tools for determining the need for resources, and (2) 

decision aides for finding the best allocation of those resources [Rowe, Mason, and Dickel 

1985].

In the past, resource allocation problems have been solved with mathematical mod­

eling techniques. These algorithms, implemented on computers, have demanded that facts 

(variables) be known with certainty. In the real world, however, this requirement is not 

often met. The objective of this research is to determine whether technology and decision 

aides can be designed and implemented that can, even in an environment where facts 

are uncertain, effectively identify resource needs and facilitate an effective assignment of 

organizational resources to users with specific needs or problems.

The process of managing organizational resources is characterized by the model 

shown in Figure 1.1. It has four major components: (1) user - - the consumer of the
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PROBLEM

\ t

RESOURCEPOLICYUSER

A
RECOMMENDATION 
OP BEST AVAILABLE 
R E S O U R C E S ) FOR 
EACH USER*

Figure 1.1: Model of the Environment for Resource Management
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resource, (2) problem - - the context within which the resource is needed, (3) resources 

- - things (people, machines, facilities, land, information, and goodwill) that must be 

acquired, utilized, and allocated in order to carry out a plan or solve a problem [Rowe 

et al. 1985] and (4) organizational policies, priorities, and procedures that dictate the 

assignment or allocation of the resources to the users for particular problems. Users and 

resources must be identified and categorized, and the problems analyzed in a manner that 

is both appropriate for the user’s situation and consistent with prevailing organizational 

policy.

The technology investigated in this study for assisting with identification of re­

sources and matching them with the appropriate user and problem is the expert system. 

The context of the investigation is the Information Center, where users of organizational 

computing facilities come in search of hardware and software resources as solutions to 

their problems.

This chapter first gives the background of the investigation. Next, the goals and 

research questions are defined in the Statement of Problem. Last, an overview of the rest 

of the dissertation is presented.

1.1 Background of the Research

This section defines the boundaries of the research by giving background information on 

the types of resources relevant to this investigation. The focus is on reusable resources 

and the problems involved in their management. Specifically, the management of end 

user computing resources through the structure of the Information Center is examined. 

Within this structure, the opportunity exists for expert systems support.
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1.1.1 Reusable Resources

The organizational resources relevant to this research are those that are reusable. “Reuse” 

of resources is the use of previously acquired resources, both objects and knowledge, in 

new or different situations. “Reusability” is defined as “a measure of the ease with which 

one can use those previous concepts and objects in new situations. Ideally, reuse is a 

matching process between new and old situations” [Prieto-Diaz and Freeman 1987]. Re­

sources that are reusable, such as program code, system design specification modules, 

Request for Proposal (RFP) modules, or site licensed software packages, are normally 

developed or accumulated over long periods of time. Reusability - - the ease with which 

resources can be reused - - is widely believed to be a key to improving productivity 

and quality within organizations [Biggerstaff and Richter 1987]. While it is a strategy 

that holds great promise, it is one whose promise has been largely unfulfilled. Reusable 

resources are often under-used and neglected because of poor documentation and manage­

ment. It takes longer to locate the wheel than to reinvent it. So, in many organizations, 

people duplicate previous activities because they do not know of the availability of ex­

isting resources, or cannot locate them. The cost of this duplication is substantial.

To reuse resources, one first must be able to find them. Reusing resources is not 

attractive unless the effort to reuse them is less than the effort to obtain or create new ones. 

The management of such resources is thus a classification and retrieval problem [Prieto- 

Diaz and Freeman 1987]. Reusable resources must be classified by relevant attributes so 

the resources can be located and matched to new situations when needed. Tools can be 

developed to help accomplish this process of classifying and retrieving. This research 

proposes, implements, and tests a method to accomplish this process.
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1.1.2 Methodology for Acquiring Knowledge of Reusable Resources

One of the essential problems in managing reusable resources is locating and retrieving 

them. Questions such as the following need answers: What objects or fragments of 

resources are candidates for reuse? How should such objects be stored? Once stored, 

how are the resources located? Once located, how are resources assigned to appropriate 

users? [Prieto-Diaz and Freeman 1987]

To address these questions, a method was developed for helping managers identify 

attributes of resources so that the resources can more easily be searched for and retrieved. 

The method, which allows for the structured definition of those resources, is part of 

the knowledge acquisition stage of expert system building. Knowledge acquisition is 

commonly thought to be the least understood process in the paradigm and very few 

guidelines are available for facilitating the process [Clifford, Jurke, and Vassiliou 1982].

Although considerable research is currently being devoted to techniques for facili­

tating this process, more work needs to be done. The methodology proposed in Chapter 4 

facilitates acquisition of the resource manager’s knowledge about resources and the con­

sultation process. Resource Attribute Charts (RAC) were developed and used to structure 

that knowledge for use in the knowledge base. The methodology also provides a software 

tool for building and maintaining the knowledge base. Thus, a framework is developed 

within which experts can be guided in communicating their expertise and knowledge 

about resources to knowledge engineers.

One of the instances in which this matching process is frequently done is in the 

management of computing resources, where reusable software products are matched with 

end users and their needs.
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1.1.3 End User Computing Resources

There is a consensus in the literature that, before long, end user computing (EUC) will 

consume a majority of company computing resources [Canning 1984, 1987]. The term 

“end user computing” refers to the concept of all employees having access to computing 

power, EUC calls for employee participation in productivity improvement, where users 

themselves learn to satisfy some of their own computer requirements to ease the difficul­

ties caused by expanding backlogs in the Information Systems (IS) department [Lodge 

1983].

It is predicted that by 1990, EUC will represent as much as 75 percent of the 

total computing capacity of the typical American corporation [Bohl 1986]. IS managers 

seem to agree that the best general strategy for managing end users is to give them the 

resources, such as software tools and data, establish adequate standards and policies, and 

encourage good computing practices. The question is: How?

In many corporations, this strategy was given a location and a name: the Informa­

tion Center. The mission of the Information Center (IC) is to “help users help themselves” 

by collecting and disseminating information about available computing resources: equip­

ment, user developed systems, software packages, data, and training programs. Several 

types of service to the end user are offered, the most important of which are consultation, 

training, and technical expertise [Brancheau, Vogel, Wetherbe, 1985],

In the last decade, the information center concept was adopted repeatedly as the 

strategy for management of EUC. In the environment of the Information Center, the 

resource management model shown previously in Figure 1.1 takes on the specific charac­

teristics of 1) users: end users, 2) problems: users’ needs relating to computer hardware 

and software, 3) resources: software, hardware, and/or training resources supported by 

the Information Center, and 4) policies: the knowledge, procedures and priorities used 

by IC consultants who assess requirements and allocate resources within the center. End
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users come to the IC with specific problems needing solutions. These solutions are 

usually in the form of hardware, software, or training resources supported by the IC 

according to organizational policies. These policies are followed by the consultant when 

recommending solutions.

1.1.4 Proposal of Technology to Support End User Computing

Whatever the demonstrated value and continuing need for information centers as a 

methodology for managing end user computing resources, there are hard questions to 

be answered if they are to continue to be successful. A recent study [Brancheau, Vogel, 

and Wetherbe 1985] reported that end users expect to be even more dependent on the 

Information Center in the future than they are now, that they anticipate needing more 

support services and training, and that it will be more important than ever to remain “cur­

rent” on new applications of technology. Thus, information centers are being subjected to 

increased user expectations, higher demand for integrated applications, and growing pres­

sure to accomplish more with fewer resources. These pressures have placed information 

support services in a difficult situation.

Another major problem faced by information centers is the high rate of turnover 

in personnel. The unique combinations of skills found in IC personnel are difficult to 

find. IC consultants often become involved in important projects throughout the firm, 

and this visibility and opportunity often results in many job shifts [Konsynski 1984-85]. 

The potential turnover rate in the IC is high, causing loss of knowledge and experience in 

techniques for consulting with and training end users. Experienced IC consultants have 

developed implicit heuristics that enable them rapidly to assess an end user’s needs and 

make appropriate recommendations. Such skill is very difficult to replace when those 

people leave the IC for another assignment. So the expertise must be captured and applied 

in other ways.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

21

Hannon and King [1985, p. 198] suggest that knowledge systems are particularly 

helpful in places where “a few key individuals are in short supply. . .(where) they spend 

a substantial amount of time helping others.” IC consultants, in short supply, spend a great 

deal of time helping end users to identify appropriate hardware and software resources to 

meet their technological needs. Therefore, help is needed to “help users help themselves.”

Just as the IC provides support for technology enhancement, technology can be 

used to support the IC. The “consultant” system, ICE, designed and implemented for 

this dissertation guides end users in their use of the IC resources. It not only facilitates 

responsible resource assignment, but may also increase the productivity of consultants.

The assumption is that some of the consultants’ responsibilities can be offloaded 

by coding and transferring the “know-how” of the IC personnel, and facts about the IC 

resources, into an expert system. The “expert” is the IC consultant who knows how to 

recognize and solve problems in the areas of software and training needs. This expert 

collects facts, investigates, forms rules in decision making, and makes inferences. The 

Information Expert System (ICE) models these activities; it orients new users to IC 

services, consults on recurring problems that have software or training solutions, and 

maintains a history of user interest and experience in order to make appropriate updates 

in software recommendations.

ICE does not replace the Information Center personnel, but is, in effect, a front- 

end processor for the IC [Heltne et al. 1987]. It complements the human consultant 

by handling the ordinary and recurring requests, screening users for specific needs, and 

making suitable suggestions based on those needs. This will reduce the dependencies on 

IC personnel, and allow users access to the current inventory of IC resources.

Knowledge systems are recommended as a useful technology in situations where 

(1) expertise is needed in many different physical locations, and (2) where experts agree 

on solutions [Waterman 1986]. Information centers are instances where the first of these
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criteria is true, but experts at the different locations do not necessarily agree on the 

software solutions given to end users. Therefore, the architecture for the knowledge 

system supporting information centers was designed to allow each specific site to model 

its own set of solutions without changes being made to the rule base. The knowledge 

about software tools supported by each center was extracted and translated into data 

structures used by the expert system in reaching a recommendation of software for end 

users. This knowledge is location-variant. That is, it varies depending upon the site in • 

which it is used.

Even within the bounds of a single IC, the data used by the system is time-variant, 

because supported software changes frequently. This leads to a tremendous maintenance 

problem if the knowledge base of the expert system must be updated with rule changes 

by a knowledge engineer. The problem of acquiring and maintaining knowledge in such 

an environment has been a major bottleneck in expert systems research. In Chapter 5, 

an architecture is presented for an expert system that can deal with both location-variant 

and time-variant data.

The physical structure of the ICE system is like that proposed by Frederick Hayes- 

Roth [1984] in Figure 1.2. The expert system is presented as a computer tool with 

distinctive development and operational environments. Using the tools on the left side of 

the diagram, the knowledge system is constructed by the knowledge engineer. The knowl­

edge system itself, shown in the center, consists of three key components: a knowledge 

base of facts and heuristics, an inference engine, and a user interface. These components 

are developed within the programming environment selected by the engineer. Once de­

velopment is completed, the system enters operation, and often accesses external data 

bases, connects to communications networks, integrates with existing equipment, and/or 

receives data directly from sensor systems.

This research concentrates on the portions of the diagram showing knowledge 

acquisition and maintenance in the development environment, and the design of a rep-
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Figure 1.2: Physical Structure of Knowledge Based System [Hayes-Roth 1984]
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resentation scheme that accommodates data which is location- and time-dependent, as 

previously described. The major research goals and questions deal with designing and 

implementing methods and tools for resource identification and matching in the dynamic 

environment of an Information Center. Those goals and questions are now stated.

1.2 Statement of Problem

The major objective was stated at the beginning of this chapter, and is incorporated here 

into the overall goal:

The goal of this research is to determine whether technology and decision 
aides can be designed and implemented that can, even in an environment 
where facts are uncertain, effectively identify resources and facilitate an ef­
fective assignment of organizational resources to users with specific needs 
or problems.

Four subgoals are identified in order to reach the goal; for each subgoal, a re­

search question is posed and a methodology is proposed for answering the question. The 

first three subgoals deal with knowledge acquisition and maintenance in an environment 

that has time-dependent data, and the last deals with flexibility and transportability of a 

knowledge base that has location-dependent data. Subgoals 1 and 2 are the subject of 

Chapter 4, Subgoal 3 is addressed in Chapter 5, and Subgoal 4 in Chapter 6.

Subgoal 1: Conceptual Architecture

Subgoal 1. Propose a conceptual design of the architecture for an expert sys­
tem in which the attributes of users and resources are identified and matched 
within the context of the user’s problem. The architecture must allow the 
representation of knowledge that is both location- and time-dependent.

Research Question 1: What expert system architecture will allow for the creation 

and maintenance of a knowledge base where the knowledge is both time- and location-
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dependent?

Methodology 1: A system development methodology often used in software en­

gineering, prototyping, is utilized to design the general architecture of the knowledge 

acquisition tools, knowledge maintenance tools, and the expert system itself.

The architecture is described in Chapter 4.

Subgoal 2: Knowledge Elicitation Methodology

Subgoal 2: Develop and implement a methodology called Resource Attribute
Charts (RAC) for die effective identification and weighting of the attributes
of available resources.

Research Question 2: Can a valid and reliable methodology for identifying and 

representing the characteristics (attributes) of users and resources be developed to acquire 

knowledge and maintain a knowledge base for an environment with time- and location- 

variant data?

Methodology 2: The knowledge acquisition methodology named Resource At­

tribute Charts (RAC) is developed, based on Kelly’s Repertory Grids from psychology. 

The methodology is used in a case to build the knowledge base for ICE (Information 

Center Expert). The attributes are used by the expert system to match users and their 

problems to the available resources.

The Resource Attribute Charts methodology of knowledge elicitation is presented 

in Chapter 4.

Subgoal 3: Implementation and Validation of ICE

Subgoal 3. Implement and validate a specific instance of the proposed ar­
chitecture of the expert system (ICE: Information Center Expert) and the
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accompanying maintenance tool (M-ICE: Maintenance for ICE), within the 
context of managing resources for end user computing in the Information 
Center.

Research Question 3: Can the use of an expert system facilitate the selection of 

resources for users in a dynamic organizational setting, specifically the setting of the 

Information Center?

Methodology 3: The conceptual architecture of a generalized resource management 

system is implemented in a specific case described in Chapter 5. ICE is built and in­

stalled at two major corporations and at the Center for Management of Information at the 

University of Arizona. The validity of the recommendations given by the ICE system is 

demonstrated.

Subgoal 4: Verification of Transportability

Subgoal 4. Demonstrate, through pre- and post- studies of the second in­
formation center where ICE was installed, that the knowledge acquisition 
methodology (RAC) and knowledge maintenance tool (M-ICE) makes possi­
ble the transport of die knowledge base from one location to another, allowing 
each site to identify and define its own set of resource solutions without the 
need for a knowledge engineer to change the rule base.

Research Question 4: Do the acquisition and maintenance tools (RAC & M-ICE) 

provide for the adaptation of ICE to different information center locations without changes 

to die rule base?

Methodology 4: A field experiment is conducted, using 20 cases in pre- and post­

tests. This experiment is described in Chapter 6.

Realization of the first three subgoals of this research would demonstrate the feasi­

bility of an expert system that facilitates the consultation process for resource assignment 

in a dynamic environment Achievement of the last subgoal would show that the pro­
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posed design of the system architecture allows for local customization of the knowledge 

base without the need for rule changes.

13 Overview

Chapter 2 summarizes the literature relevant to this research. Chapter 3 discusses the re­

search process. Chapter 4 presents the methodology developed for knowledge acquisition 

and maintenance of the knowledge base, and Chapter 5 summarizes the implementation 

of those methodologies in a case where the expert system was installed at a corporate In­

formation Center site. Chapter 6 reports the results of the transportability study. Finally, 

Chapter 7 discusses contributions and future research possibilities.
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Chapter 2 

REVIEW OF THE LITERATURE

The literature review consists of three sections. The first discusses studies of the man­

agement of the resources associated with end user computing, particularly those in which 

the Information Center is the vehicle for management. The second section reviews pre­

vious research in expert systems as they are applied to business, and specifically to 

resource management. The knowledge acquisition phase of expert systems development 

is emphasized in the third section.

2.1 Literature on the Management of EUC Resources

Dr. John Richardson, U. S. Department of Commerce, declared at the 1970 ACM Con­

ference, “Information conserves other resources through improved decisions*' [Carlson 

1979]. Information is thus perceived as a vital corporate asset that should be invested 

in, controlled, and used in the management of other resources. The responsibility for the 

management of the information resource no longer belongs solely to the centralized infor­

mation group, but is increasingly shared by end users who are demanding the information 

support

This sharing of responsibility offers great promise in productivity gains for end
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users but needs to be managed and guided, as documented by Dickson et. al [1985]. 

Their study reported that facilitation and management of end user computing was ranked 

by information systems (IS) executives as the second most important IS management 

issues of the 1980’s, exceeded only by IS planning.

2.1.1 The Rise of End User Computing

In the last two decades, organizations have experienced tremendous growth in end user 

computing. Summarizing the evolution of end user computing, Richard Benjamin [1982] 

reports that in 1970, end user computing at Xerox corporation was a negligible component 

of the 3.5 million instructions per second (MIPS) computing capacity. By 1980, EUC had 

grown to almost 40% of the 70 MIPS installed capacity. That is an increase of twenty 

times in total capacity in a decade. By 1990, EUC is expected to represent about 75% 

of the total workload, and the total capacity will probably increase to between 1350 and 

2700 MIPS. While total capacity will grow by a factor of 12.5 to 25 during this decade, 

EUC will grow by a factor of 39 to 77.

EUC growth follows a pattern similar to the stages described by Nolan and Gibson 

[1974]. They observed that organizations go through four stages in the introduction and 

assimilation of new technology: (1) Introduction, (2) Proliferation, (3) Control, and (4) 

Mature Usage. During the proliferation stage, the idea catches on and spreads quickly 

until costs often get out of hand. In the third stage, control is exercised in order to contain 

the growth of costs. Finally, mature usage occurs in the fourth stage. An organization 

can be in several stages simultaneously, for different forms of technology.

McKenney, McFarlan and Pybum [1982] also identify four phases of technology 

assimulation: (1) Identification and Initial Investment, (2) Experimentation and Learning, 

(3) Management Control, and (4) Widespread Technology Transfer. This version of the 

four phases has the advantage of casting the important second phase in a somewhat
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different light from Nolan and Gibson’s negative connotations; “proliferation” leaves the 

impression that users are being almost irresponsible by adopting the new technology too 

rapidly. However, this is the stage when learning and experimenting take place. It is a 

trial and error phase. If too much control is exerted too soon, important new uses of the 

technology may be discouraged. However, control is necessary if the technology is to be 

used effectively in the organization. When the technology in question is the introduction 

of personal computers and user application software, management must find a way to 

enforce standards and offer guidelines for effective computer use by end users. The 

structure commonly adopted as a control and support mechanism for end user computing 

is the Information Center.

2.1.2 Information Centers-Support and Control for EUC

The introduction of the Information Center concept is credited to IBM/Canada, and is 

defined by IBM as a function which can exist within-or alongside-the traditional data 

processing department. It interfaces with end users, guiding them in the application of 

easy-to-use interactive tools, program packages and techniques to enable them to solve 

their own problems [Steams 1984].

2.1.2.1 Definition of the IC Function

Information centers are one framework for facilitating and managing the computing capa­

bility of the end users. ICs are a mechanism for making prospective computer users aware 

of alternatives, and for matching users’ requirements with those alternatives [Konsynski 

1984- 85]. It is fundamentally a consulting and service facility that allows departmen­

tal users access to their own data, wherever it resides. ICs aim to provide training 

and guidance for end users, to achieve the right mix of hardware and software, and to 

make available as many of the corporate information resources as deemed judicious by
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corporate policy [Atre 1986].

ICs offer answers to several problems that organizations presently face. While 

allowing for sharing of data, the computer resources remain under centralized control, 

allowing better management of people and resources. Support specialists are pooled 

and can serve many departments. ICs have been described as an organization specifi­

cally designed to produce “guided service to help users help themselves” [Leitheiser and 

Wetherbe 1985]. They provide a framework for developing the end user capability in a 

controlled, phased fashion. The need for guidelines in the evolution of end user comput­

ing capability is already leading to increasing adoption of the IC concept. Atre [1986] 

reports that impressive numbers of businesses have implemented ICs. IC installations 

have been growing at a 20 percent rate since 1980. Over eighty percent of the companies 

with more than one billion dollars in annual revenues have ICs, and many have multiple 

centers.

2.1.2.2 Services Currently Offered by ICs to End Users

The importance of services offered by ICs was measured by Brancheau, Vogel and 

Wetherbe [1985]. Users rated troubleshooting-hotline/technical support (77%), consult­

ing (74%), and training (64%) as the most important services. Database extraction and 

research on new products were also mentioned (33%) as useful services. Newsletter 

services achieved the lowest ranking, being mentioned by only 28% of the users.

A more recent report of interviews with 25 companies with ongoing information 

centers [Carr 1987] shows that eighty percent of surveyed managers indicated that user 

support was a prime duty. Unfortunately, this term is not defined in more detail. Fifty 

percent of the respondents indicated training and education, and 45% listed consultation as 

important duties. Other responsibilities include product evalutation and planning (30%), 

troubleshooting and problem resolution (20%), technical interface with the data processing
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department (15%), and assistance on PCs (10%).

Canning’s study of information centers [1983] found that the uses of the com­

puter by end users could be categorized as shown in Figure 2.1. The study showed that 

executives, managers, and professionals were the users most likely to perform most of 

the activities referred to on this list. Secretaries might use a number of the capabilities 

and might spend more hours per day using their computers, for word processing, for 

instance, than the executives, managers and professionals, but the latter probably would 

make much broader use of computers than do secretaries. It is this new, more unfamiliar 

use by executives, managers, and professionals, that constitute the larger challenge.

1. accounting, reporting, and calculating aids

2. writing aids

3. search and retrieval aids

4. communications aids

5. presentation aids

6. planning, scheduling, monitoring aids

7. analysis aids

8. record processing aids

9. aid to developing new programs

Figure 2.1: End User Usage By Category [Canning 1983, p. 4]

One of the earliest survey of end users [Rockart and Flannery 1983] shows a di­

verse range of applications important to end users (Table 2.1). The primary focus of 

about ten percent of the applications were “operational” paperwork processing systems 

such as inventory systems or commission check producing systems. Another fourteen 

percent were report generation systems, often involving information databases taken from 

production systems which turned out reports regularly or on demand. Twenty percent 

of the applications provided software merely to extract particular data items from the
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database, or to do simple command-level manipulation of items in the database. Over 

half the applications supported more complex analysis of data. Included in these systems 

were financial analysis, engineering calculations, simulations, operations research and 

optimization models.

Table 2.1: End User Applications [Rockaid and Flannery 1983, p. 779]

Purpose Number Percentage
Operational paper processing 24 9
Report generation 39 14
Inquiry/simple analysis 58 21
Complex analysis 135 50
Miscellaneous 15 6
Total 271 100

According to a study done by IBM on its own information center tools, the most 

popular were interactive query processing and report generation. These allow end users 

to access corporate data without the need for programming help. Other popular software 

tools included a financial planning system, a text processing system, and the PROFS 

office system which included computer messaging [Lodge 1983].

Survey respondents to an American Management Association questionnaire [Bohl 

1986, p. 24] reported the following frequency of requests by end users for service (Table 

2.2). The most frequent requests (right column) are for spreadsheet and word processing 

assistance.

Atre [1986, p. 162] reports that “software consulting is the IC’s forte.” Her study 

shows that 40 percent of ICs regularly consult on graphics and statistical analysis software, 

and almost as many on financial modeling programs. The study suggests that at a bare 

minimum, the IC library should include software in eight categories: (1) spreadsheets 

for numerical analysis, (2) word processors for company correspondence and reports, (3) 

business graphics, (4) statistical reporting, (5) communications software for remote data
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Table 2.2: AMA End User Report of Frequency of Service Requests

Nature of Request Provide “Very
Such Frequent

Service Request”
Assistance in Hardware

Selection 90.8% 41.0%
Assistance in Software

Selection:
Spreadsheets 89.8% 50.5%
Database Management 89.2% 34.0%
Word Processing 87.1% 47.4%
Graphics 85.2% 25.1%
Communications 81.8% 19.1%
Project Management 75.4% 9.6%

access, (6) electronic mail, (7) project managers, and (8) data management.

The AMA study referred to above [Bohl 1986] reported that another significant 

activity of ICs is training. Only one IC in twenty escapes some sort of training respon­

sibility. The major training load has to do with microcomputers; 83.4 percent train end 

• users in micro hardware, 86.4 percent in micro software. Mainframe software training is 

provided by 68.8 percent of the sample.

Single ICs often employ a number of methods to train different personnel in dif­

ferent hardwares and softwares. The respondents reported using in-house trainers (58.7 

percent), self-instruction (22 percent), contracted providers of training programs, either 

on-site (10.7 percent) or off-site (8.6 percent). All of the respondents in the study report 

increasing use of computer-based training. 1986 marked the first year that more training 

programs used tutorial disks in their instruction than written manuals or audio cassettes.
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2.1.2.3 Anticipated Support Services

The respondents to the AMA study [Bohl 1986] were asked to predict what changes they 

foresaw in their ICs within the next five years, and many pointed first to the training 

role. Common answers were “Less instruction in the basics,” “More consultation, less 

teaching.” One respondent noted, “As it stands now, we do all their thinking for them. 

They won’t even try to solve a problem without consulting us. This just has to change.” 

The IC needs to find ways to offload the basic, routine questions so that they can provide 

a larger variety of support services: networking, access to corporate data, closer work 

with MIS in development, and more applications work for the user clientele [Bohl 1986].

2.1.3 Problems Faced by Information Centers

Most powerful tools, including computers, bring with them some unfortunate side effects. 

That experience has been true for end users as well as for data processing departments. 

As more and more people in an organization begin to demand their own hardware and 

software, costs accelerate, incompatible personal computers are obtained, and poorly 

structured and undocumented programs are written. End users need education and training 

to promote understanding of the programs and data they will use. Without understanding 

of what they are doing, the users can generate invalid results [Gulden and Arkush, 1983].

As stated in Chapter 1, Brancheau, Vogel, and Wetherbe [1985] reported that end 

users expect to be even more dependent on the IC in the future than they are now, that they 

anticipate needing more support services and training, and that it will be more important 

than ever to remain “current” on new applications of technology. Thus, information 

centers are being subjected to increased user expectations, higher demand for integrated 

applications, and growing pressure to accomplish more with fewer resources. These 

pressures have placed information support services in a difficult situation.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

36

2.1.4 Support for the Information Center

The anticipated huge growth in EUC means that organizations should make preparations 

for it. The IS function should be able to influence and handle the growth satisfactorily 

when it occurs. Gulden and Arkush [1983] suggest a method that includes several 

strategies. One is identifying who the current and potential end users are, ranging from 

operational managers to staff to executives. Another strategy is identifying what these 

users will need, from single purpose support to generalized tools and data. A third strategy 

suggested is identifying how best to support the users, employing tactics “ranging from 

’high priests’ to coaches to a telephone ’hot line,’ as well as identifying where the support 

should be located” [Gulden and Arkush 1983, p. 418].

Having identified who the major groups of end users are, or who they are likely to 

be, the IC staff must then offer guidance in selecting equipment and software, training, 

providing controlled access to company data and downloading selected data. The support 

that end users demand has already overwhelmed many information centers.

Hannon and King [1985, p. 198] suggest that knowledge systems arc particularly 

helpful in places “where a few key individuals are in short supply...(where) they spend 

a substantial amount of time helping others.” Just as the IC supports the effective use of 

technology in the organization, technology can be used to support the IC in that effort. 

Knowledge (expert) systems can capture the knowledge of senior clerks, mechanics, 

or managers, and “provide new people in an area with the information the existing 

employees already have” and can be used as procedural guides to “walk inexperienced 

persons through the task” [Santarelli 1985, p. 26].
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2.2 Expert Systems Literature

Many technologies have been developed and used successfully to assist in resource man­

agement. As computers became increasingly larger and faster, mathematical program­

ming became a useful means of supporting scheduling and distribution activities and in 

assigning personnel, facilities and materials to jobs or tasks. All these activities can be 

regarded as resource management.

Mathematical programming techniques consist of algorithms that assign resources 

to users, whether those users be projects, departments, investments, or individuals. The 

mathematical models, such as liner and nonlinear programming, integer programming, 

and dynamic programming, are examples of areas in which computers have been useful 

and where human capabilities are limited: high-speed calculating and storing/retrieving 

enormous amounts of data. They are algorithmic programs, “completely defined, step-by- 

step procedures for solving problems” [Webster and Miner 1982, p. 62].

These exact computations can solve only a fraction of human problems. What is 

missing from many of these solutions is the ability to model real world situations where 

not every variable is known with certainty, and where decision makers follow rules of 

thumb-heuristics-in making decisions under conditions of uncertainty. The challenge is 

to devise computer programs that can emulate the way humans employ past experience 

to solve new problems.

This challenge has been pursued using expert systems technology. Tanimoto [1987] 

defines an expert system as “a computer system or program which incorporates one or 

more techniques of artificial intelligence to perform a family of activities that traditionally 

would have to be performed by a skilled or knowledgeable human” [p. 461]. These 

systems solve real-world problems, and have become increasingly popular in the business 

world because they support problem- solving, diagnosis, advising, decision making, and 

control activities.
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In contrast to data processing systems which automate time consuming clerical 

functions by collecting and processing large volumes of data algorithmically, expert 

systems are specialized, often addressing small tasks typically performed by professionals 

in a few minutes or hours. Examples are interpreting, diagnosing, planning or scheduling 

[Hayes-Roth 1984]. Unlike what happens in the algorithmic data processing approach, the 

expert system generally examines a large number or possibilities or constructs a solution 

dynamically. It is not locked into any specific decision path as traditional programs 

are. It picks from alternative paths in its search for a conclusion, and it weighs facts 

and assumptions, making choices appropriate for each particular problem presented to it 

[Tanimoto 1987, p. 461].

The 1980s have witnessed a tremendous growth in the number of successful appli­

cations of artificial intelligence (AI) expertise to real-world systems. High on the list of 

AI technologies that have been applied in the marketplace are expert, or knowledge-based 

systems. The rapid formation of expert system companies, often in close collaboration 

with major academic AI research eenteis, and the interest shown by large corporate re­

search and development departments, attests to the belief in the economic viability of 

this technology transfer [Clifford, Jarke, and Vassiliou 1982].

2.2.1 Expert Systems for Managers

The development during the last two decades of expert systems for prediction and di­

agnosis gives rise to the suggestion that such systems would be useful to managers as 

well. Blanning [1984a, p. 2] suggests that expert systems for managers “would contain 

judgmental assumptions and rules that a knowledgeable and experienced manager uses 

in arriving at a recommendation or decision and would analyze them in a way that would 

be useful to a practicing manager.” Such a system

captures the specialized knowledge that managers bring to bear on the decision­
making tasks they perform, and it uses this knowledge to diagnose potential
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or actual problems, make recommendations, and offer explanations of its
diagnoses and recommendations [Blanning, 1984b, p. 311].

There are three types of managerial tasks for which such expert systems have 

already been developed: problem diagnosis, scheduling and assignment, and resource 

allocation [Blanning, 1984a]. The goal of research in these areas has been to provide tools 

that exploit new ways to encode and use knowledge to solve problems, not to duplicate 

intelligent human behavior in all its aspects [Duda and Shortliffe 1983]. Examples of 

expert systems that support the managerial tasks listed above are now given.

2.2.2 Problem Diagnosis

A diagnostic problem has been defined by Reggia, Nau and Wang [1984] as a problem 

in which one is given a set of abnormal findings for some system, and must explain 

why those findings are present. Problems of this kind are very common in management, 

so general methods for expert systems which support the decision making of human 

diagnosticians is an important issue. Examples of diagnostic systems follow.

Bouwman [1983] describes an expert system that evaluates the financial perfor­

mance of a company based on the financial statements and published data about that 

company and its industry. It is a small rule-based system, using a small number of 

quantitative indicators judged most important in modeling the diagnosis process.

Dungan [1983] describes a system that simulates an auditor making bad debt deci­

sions on accounts receivable. The system, called AUDITOR, decides whether delinquent 

customer credit accounts should be reported as collectable in a company’s financial state­

ments.

Wicklund and Roth [1987] discuss the development and implementation of an 

insurance underwriting expert system. The underwriting function reviews applicant data
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for determination of insurability. Each driver is classified in terms of age, gender, years 

of driving experience, and driving record in order to develop an estimate of that driver’s 

risk level.

ACE, developed by AT&T Bell Laboratories, provides trouble-shooting reports and 

analyses for telephone cable maintenance. The system analyzes maintenance activity data 

and generates reports describing the physical location of the trouble and the characteristics 

of the network at that spot ACE is not an interactive system, but rather interfaces with 

a database management and report generation system that contains information about 

telephone network repairs. Forward chaining inference techniques are used in a rule- 

based system [Wright and Miller 1984].

Financial Advisor system from Palladian Software, Inc., analyzes a proposed invest­

ment in, for instance, a new plant, product, or acquisition of another company [Canning 

1985]. The difference between Financial Advisor and a spreadsheet analysis is that with 

the latter, the user decides which factors to include in the model and which to leave out. 

If something is overlooked, no correction is made. With Financial Advisor, all the factors 

that ought to be considered in such an investment are included by the system. The expert 

system can also be customized to a particular company.

2.2.3 Scheduling and Assignment

Expert systems have been developed for office scheduling and personnel assignment. 

Fikes [1981] presents Odyssey, a frame-based system for office scheduling and the 

scheduling of business trips. A similar system called NUDGE [Goldstein and Roberts 

1982] is used in scheduling meetings. Barber [1983] discusses a personnel assignment 

system based on IF/THEN rules describing personnel capabilities and job requirements.
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2.2.4 Resource Allocation

The problem of allocating resources to users can be eased by identifying the relevant 

attributes that must be matched between user and resource. The resources matched to 

users can be objects, procedures, information, money, or tools. They can be tangible or 

intangible. Several expert systems for resource allocation have been developed. A few 

of the more successful ones are now described.

In an early work, Clarkson [1963] presented a model for portfolio management in 

which a system prepares a portfolio using information about the financial performance 

of stocks and preferences of the clients. A later effort by Cohen and Lieberman [1983] 

resulted in a system called FOLIO, which helps portfolio managers determine client 

investment goals and select portfolios that best meet those goals. FOLIO determines 

client needs during an interview, then recommends percentages of each fund that provide 

an optimum fit to client’s goals. The goals are inferred by forward chaining through a 

rule base; then a linear programming scheme is used to maximize the fit between goals 

and the portfolio.

DECMAK uses rules about the performance of various types of equipment to 

allocate funds to the purchase of equipment [Bohanek, M. et al. 1983]. DECMAK is a 

tree- structured system in which rules are used at each level to give variable values at 

the next level. It provides the user with an evaluation of the various alternatives, and an 

explanation of how they were computed. Limited features are available for sensitivity 

analysis and report generation.

Slagle and Hamburger [1985] describe an expert system for resource allocation in 

a particular military domain. The system, called Battle, acquires reliable information of 

two kinds: generally applicable expertise in the subject matter, and information from 

a user that is specific to the current situation. The system constructs an allocation tree 

to determine weapon allocation recommendations to military commanders in combat
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situations. Knowledge about the weapons and the combat activity is represented in rules 

with certainty values. Battle was developed by the Naval Research Laboratory.

Blanning [1984] suggests that expert systems for resource management might also 

include environmental considerations-laws, contractual requirements, government regu­

lations, or accounting rules-and these might be described by logic expressions. Systems 

should contain knowledge needed to support a variety of resource allocation decisions.

2.3 Knowledge Acquisition Literature

Two aspects of an expert system distinguish it from more traditional computer systems: 

overall architecture, and method of development. The architecture of an expert system 

consists of two interacting components: a “knowledge base” and an “inference engine.” 

The knowledge base is usually divided into two components: the specific “facts” known 

by the expert, and the more general principles, rules or “problem solving heuristics” 

which come from the accumulated experience in the field. The inference engine is the 

mechanism that manipulates the rules to make inferences and decisions. For resource 

management expert systems, the knowledge must include facts about available resources, 

and heuristics about how the resources are used most effectively. In the specific im­

plementation of a resource management expert system in an Information Center (IC), 

knowledge of IC resources and methods for allocating them must be modeled.

The other distinguishing aspect of knowledge-based systems stated above was the 

manner in which they are constructed. The knowledge and heuristics used by the human 

expert must be transferred to the knowledge base. “This dialogue is the least understood 

process in the expert system paradigm” [Clifford et al. 1982]. This dialogue is often called 

“knowledge acquisition,” and is the first part of the iterative approach called expert system 

prototyping. Just as the human expert never stops developing or expanding expertise, 

the expert system must be structured to easily facilitate change or continued growth of
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its capabilities.

“Knowledge does not come off-the-shelf, prepackaged, ready for use” [Hayes-Roth 

1984, p. 18]. The process of extracting knowledge involves eliciting from experts or 

other sources the basic concepts of the problem domain. Getting an expert to articulate 

problem solving knowledge is one of the main problems in building expert systems. Often 

the knowledge is ill-specified or incomplete because the experts themselves don’t always 

know exactly what it is they know about the domain [Feigenbaum and McCorduck 1984]. 

Acquiring such knowledge usually involves “a long series of incremental interview, build 

and test cycles” [Boose 1986, p. 69].

There are a variety of ways knowledge can be acquired for use in an expert system: 

being told, analogy, example, observation, discovery, experimentation, reasoning from 

deep structure [Michaelsen et al. 1985]. These manual methods are very labor-intensive, 

and the process of transferring knowledge from human experts into the software knowl­

edge base is a major difficulty in the building of expert systems [Michalski 1983]. The 

transformation of the human knowledge into decision rules is no simple matter, because 

experts typically do not structure their decision- making in any formal way, and may 

have difficulty isolating and describing the steps of their reasoning [Shortliffe 1976].

Feigenbaum and McCorduck [1983, p. 80] state that “if applied AI is to be impor­

tant in the decades to come. . .we must develop more automatic means for what is cur- 

rendy a very tedious, time-consuming, and expensive procedure.” Several projects have 

investigated ways of easing these problems, and where possible, automate the knowledge 

acquisition process. The efforts are varied in their approaches to solving the problem, 

but all have attempted “to provide a framework within which the system can guide the 

expert in communicating his/her expertise to the system” [Clifford, Jarke and Vassiliou 

1983, p. 9].

Buchanan et al. [1983] present the development of an expert system as an evolu-
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tionaiy process. The key task, acquiring knowledge from experts, resists linear, one-pass 

techniques. Instead, knowledge acquisition and system- building interact inseparably. 

Automated tools that can aid this process include induction programs and intelligent 

editing programs. A few of the most significant results follow.

2.3.1 Induction Programs

The principle of induction is that “the expert provides a set of examples of different types 

of decisions, called the training set. He also supplies the relevant factors, often called 

the attributes, influencing the decision” [Hart 1985, p. 25]. The algorithm then uses the 

training set to induce general principles and formulate the decision process. From these, 

the system can predict decisions for examples not contained in the original set.

There is some controversy over the role of machine induction. While some au­

thorities dismiss the methods almost worthless, others [Michie and Johnston 1985] stress 

its advantages and suggest that in the future, inductive systems will be useful sources of 

knowledge. An advantage of induction programs is that the expert often finds it easier 

to provide examples of cases rather than describing the decision-making process itself. 

It allows the expert to describe “what” rather than “how”.

A well known example of induction is the work of Michalski and Chilausky [1980], 

who studied soybean diseases, producing two sets of diagnostic rules. The first set was 

obtained directly from the expert, and the second was induced from examples. The 

training set consisted of descriptions of the environment, the conditions of the plant, 

and the diagnosis of the expert. When presented with new examples, the induced rules 

behaved much more efficiently than the expert.
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2.3.2 Intelligent Editors

Intelligent editors are intended to eventually replace the knowledge engineer by allowing 

the expert to interact directly with the system [Fellers 1987]. There is currently great 

interest in the development of these programs, and a few of the most significant efforts 

are now introduced.

The best known example of an intelligent editor is TEIRESIAS, a program which 

facilitates the interactive transfer of knowledge from a human expert to the expert system 

through a high level dialogue conducted in a restricted subset of natural language [Davis 

1979].

Following in the footsteps of TEIRESIAS is MORE, a program that elicits knowl­

edge from the domain expert and builds a knowledge base. The knowledge base can 

then be interpreted by an inference engine to perform some heuristic classification task. 

MOLE is the successor of MORE. It differs from its predecessors in that its heuristic 

assumptions are made explicit and are exploited in the knowledge acquisition process. 

MOLE is “a knowledge acquisition tool that uses its head” [Eshelman and McDermott 

1986, p. 950]. It is “smart” in that it asks as few questions of the expert as possible 

while still building a reasonable knowledge base for performing a task. MOLE’s ap­

proach to knowledge acquisition is to use its heuristic assumptions about the world and 

assumptions about how domain experts express themselves to clarify knowledge elicited 

from the expert

Another editor. ETS (Expertise Transfer System) first interviews a human expert, 

then constructs and analyzes aspects of the knowledge that the expert uses to solve a 

particular problem [Boose 1986]. ETS is used to interview experts to uncover vocabulary, 

conclusions, problem-solving traits, trait structures, trait weights, and inconsistencies 

[Boose 1987]. It is then used to construct rapid prototypes, often in just a few hours, and 

aids the expert in determining if there is sufficient knowledge to solve the problem.
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ETS is based on methods from psychotherapy developed by Kelly [1955] called 

Personal Construct Theory, in which each individual is a personal scientist seeking to 

predict and control events by forming theories, categorizing, testing hypotheses, and 

weighing experimental evidence. In order to interpret the results in a meangingful way, 

a method is adopted from the repertory grid [Kelly 1955]. The grid is used together 

with the computer to enable the person to examine his own conceptual structure. The 

method assumes that each person can express this structure as a “unique system of 

bipolar dimensions known as personal constructs through which he experiences life, and 

categorizes his experiences” [Shaw 1981, p. 33].

The personal construct model matches the expert at work, in that it describes the 

development and use of his knowledge. The grid helps elicit and analyze the model. It is 

a two-dimensional array of observations, interlaced so that each dimension has meaning 

in the context of the other. It is a “finite system of cross-references between personal 

observations an individual has made and the personal constructs he has erected to make 

sense of his experiences” [Shaw 1981, p. 33]. The set of constructs represent how a 

person thinks and feels about a certain topic, and these personal observations are known 

as elements. The elements are chosen from the set of all possible observations that are 

relevant to the current purpose. Care must be taken to insure that the elements are known 

and meaningful to the individual, and that each construct is important in the context of 

the particular problem.

This grid is composed of constructs and elements, which are similar to the attributes 

and examples of induction. The construct is a bipolar characteristic which each element 

has to some degree. Examples of constructs are heavy-light, large-small. As the expert 

selects the construct he must understand what makes a valid construct, and how it is 

used. The bipolar definition of constructs can be extended to include a scale of numerical 

values (1-very heavy, 2-heavy, 3-medium weight, 4-light, 5-very light) [Hart 1986, p. 

134]. Each element is then rated by the expert according to each construct, thus enabling
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elements to be ranked or compared.

The repertory grid, often used in psychology, is easily adapted as a way for an 

expert to represent thoughts about a particular problem. By comparing different objects 

he can set up a grid of elements and constructs that describe his perception of a particular 

problem. The method helps the expert focus on key issues, and is an easy method for 

categorizing and rating important principles.

2.4 Summary

Literature from three areas was relevant to this investigation. The first dealt with the 

management of EUC resources. The rise in the demand for computing resources by 

end users is documented in studies cited in this chapter. These resources are commonly 

managed by the organizational structure called the Information Center. As requests for 

service from IC personnel increases, new ways to support the IC activities will have to 

be found.

Expert systems literature was searched for relevant applications to management 

problems. Reports of previous research in expert systems for management indicate that 

systems are being implemented successfully in situations demanding problem diagnosis 

as well as scheduling, assignment, and allocation of resources. Current systems exist in 

environments where knowledge is relatively stable.

Knowledge acquisition literature was summarized. Acquiring knowledge from 

the experts continues to be a tedious, time-consuming procedure. Important efforts to 

structure or automate the process were briefly described.
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Chapter 3 

METHODOLOGY

The research process is adopted from a model proposed by Michael S. Scott Morton 

[1984, p. 24] as a typology for research in information systems development. It includes 

the activities of (1) constructing a methodology, (2) building a prototype, (3) describing a 

case, and (4) performing empirical tests, either laboratory or real world. These steps were 

followed in this study and are discussed in terms of the prototyping systems development 

methodology.

Waterman [1986, p. 137] divides this prototyping methodology into five phases:

(1) identification of the important features of the problem, (2) conceptualization- decid­

ing what concepts, relations and control mechanisms are needed, (3) formalization of 

the knowledge representation, (4) implementation of that formalized knowledge into a 

working computer program, and (5) testing-evaluating the performance and utility of the 

expert system, revising as necessary.

3.1 Identification

The important features of this problem were described in Chapter One. Information 

Center consultants possess skills used in analyzing the software needs of end-users. This
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consultation process must be modelled in a machine-user dialogue that gathers information 

about user background and current problems. The software resources of the IC must be 

defined in the knowledge base in such a way that tools can easily be added, modified, 

or deleted without rule changes. The problem is one of matching user, problem, and 

resource attributes to result in effective resource allocation for end users.

3.2 Conceptualization

The conceptualization phase involved deciding what concepts and relations were most 

important in representing knowledge about resources, users, and problems, in the domain 

of the IC. A methodology that provided adequate discrimination between key concepts 

was developed and utilized to help the experts in this process. That methodology, called 

Resource Attribute Charts (RAC), was proposed because of the difficulty in the early 

stages with eliciting knowledge from the experts (IC consultants). The charts assisted the 

consultants in deciding what concepts, or elements, should represent knowledge about 

IC users and resources, and how these elements were related. The RAC acquisition 

methodology is described in detail in Chapter 4.

33 Formalization

A generalized architecture was designed to represent the elements and relationships iden­

tified in the previous phase. The architecture models the attributes of users and re­

sources, and matches them in an environment where information is both location- and 

time-dependent. This resource management architecture is also presented in Chapter 4.
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3.4 Implementation

In prototyping, the expert system builder gives the user a succession of mock-ups which 

capture increasingly the appearance and functionality of the software [Sviokla 1986]. The 

prototyping methodology serves two purposes. It facilitates the communication between 

the expert and the knowledge engineer, and it helps the development team discover the 

expert’s problem-solving methods. With each refinement, the knowledge used by the 

expert is more clearly expressed.

Demonstration, research, and field level prototype systems were built. The final 

system, ICE (Information Center Expert), was installed in information centers at two 

corporate sites and one academic institution. The system was implemented on the IBM 

4381 using a shell called Expert System Environment (ESE). The Maintenance system for 

ICE (M-ICE) was developed on the IBM PC and was used to build the knowledge base for 

ICE after the knowledge was acquired from the IC experts using the RAC methodology. 

The actual implementation of the generalized architecture design described in Chapter 4 

is presented as a case in Chapter 5. “Describing a case often provides a rich sense of the 

context and nuances of an application” [Scott Morton 1984, p. 25]. The actual attributes 

describing the resources in that case are included in Appendix A.

3.5 Testing

Scott Morton [1984] indicates that real-world tests should be used to evaluate the ef­

fectiveness of the methodology and the system. Two different evaluations of ICE were 

performed. The first was to determine if ICE made resource recommendations that IC 

consultants agreed were appropriate-a validity test. The second experiment tested the 

design claim of transportability.

The validation test was conducted using 20 cases based on real-world activities of
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end users. IC consultants were asked to make software recommendations based on the 

skills and expertise of the users, and the descriptions of their current needs for software. 

The same case was then analyzed by ICE. The expert system is a valid system if the 

recommendations made by ICE match the recommendations made by the IC consultants, 

or are judged to be better than those made by the human consultant. The validation 

experiment is described in Chapter 5 as part of the implementation case description.

In addition to the validation tests, another empirical test was conducted to examine 

whether the ICE knowledge base was transportable to locations with different resource 

solutions. The final question from the Statement of Problem is addressed. The ques­

tion was, “Do the acquisition and maintenance tools (RAC and M-ICE) provide for the 

adaptation of ICE to different information center sites without changes to the rule base?”

Twenty cases based on actual users and resource needs were given to the IC con­

sultants at the second corporate site where ICE was installed. The IC consultants’ rec­

ommendations for these cases were then tested against ICE’s solutions. At the time of 

the test, the ICE knowledge base consisted of the tools used at the first site. Thus, it was 

predicted that, in many cases, the recommendations would not match ICE’s solutions.

The knowledge maintenance tool M-ICE was then used to define the knowledge 

base of the software resources of the second site by assigning values to the resource 

attributes. No rule changes were made. M-ICE allowed the new knowledge base to be 

built by the IC consultant without the intervention of the expert system builder. The 

new knowledge base was tested using a “blind” study. This transportability experiment 

is described in detail in Chapter 6.
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3.6 Summary

The methodology used in the development and validation of ICE was really a spiral of 

the cycle of activities just described. After the first limited demonstration prototype was 

tested, the system was expanded to its full capacity and the cycle was repeated. The 

result was the research prototype system. User testing followed, showing the need for 

dialogue refinement. That process is not discussed in this disseration.

The final system has evolved to the stage of field prototype, whose validity has 

been demonstrated experimentally. That system, ICE, will continue to be refined and 

revised as it is subjected to real problems in the user community.
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Chapter 4 

DESIGN OF GENERALIZED ARCHITECTURE FOR RESOURCE 

MANAGEMENT EXPERT SYSTEM

Knowledge, as defined in the context of expert systems development, means “those kinds 

of data that can improve the efficiency or effectiveness of a problem solver” [Hayes-Roth 

1984, p. 16]. It is the key factor in the performance of an expert system and consists 

of two types: facts and heuristics. Facts of a domain are widely shared knowledge, 

commonly agreed upon by practitioners of the field. Heuristic knowledge is comprised 

of “good practice and good judgment” where valid algorithms generally do not exist. It 

is the experiential knowledge that a human expert acquires over many years.

Human experts solve problems by employing both facts and heuristics. When 

human problem solving is automated, these domain-specific facts and heuristics must 

be organized and represented by the architecture of an expert system in such a way 

that the system can reach the same conclusions as the human expert. Building an expert 

system thus requires careful selection’ of representation schemes for the knowledge it is to 

contain. The representation must have both a logical and a physical structure. Presented 

here are the logical and physical designs of an expert system architecture which supports 

the process of assigning organizational resources to users. The system must represent the 

facts and heuristic knowledge used by managers in resource assignment.
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4.1 Logical Structure of the Expert System

At the most abstract level, the logical structure of the resource management expert system 

for the information center environment is represented by the model shown in Figure 

4-1. The power of a model lies in the abstraction and simplification of reality (eg., 

Robinson 1984). Consequently, the figure identifies only the most crucial elements of 

the information center environment: end users, their computing problems, IC resources, 

IC consultants and the policies they enforce.

V flLID ITV

s a t i s f a c t i o n

E  S V ST EHJN F O R N fiiiflN  C EN TER ENVIRONMENT

Figure 4.1: Logical Structure of Resource Management System

The model shows knowledge about the resources, users, and problems represented 

in the knowledge base of the expert system as profiles of attributes describing each of
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these components of the model. By drawing inferences from the user profile and resource 

profile within the context of a specific problem, the system then identifies available 

resources and draws conclusions about the appropriate assignment of those resources to 

users. The recommendations made by the expert system should not be different from the 

recommendations made by the average resource manager.

4.1.1 Physical Design of the Expert System

The task of the knowledge engineer is to translate the logical model into a physical 

design-an architecture with data structures containing the knowledge used by the human 

expert to perform problem-solving activities. The physical representation is a set of 

appropriate data structures through which the knowledge in the knowledge base can find 

its way into the memory of a computer [Feigenbaum and McCorduck 1984, p. 84].

The first two research questions posed in Chapter One are addressed in this chapter:

(1) What expert system architecture will allow for the creation and mainte­
nance of a knowledge base where the knowledge is both time- and location- 
variant?
(2) Can a valid and reliable methodology for identifying and representing 
the attributes of users and resources be developed to acquire knowledge 
and maintain a knowledge base for an environment with time- and location- 
variant data?

The challenge is to represent knowledge of users, problems, and resources as data 

structures so that they can be conveniently accessed for problem matching, and easily 

updated and maintained to remain an accurate representation of the dynamic IC resource 

environment. This task is described in the next section on knowledge representation. 

The last section of this chapter describes the methodology developed to elicit the experts’ 

knowledge of resources.
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4.2 Knowledge Representation

The first research question concerning choice of data structures to represent the facts and 

heuristics is answered by proposing a generalized architecture of a knowledge system for 

resource management The architecture design is used to implement an actual system 

within an information center, as described in Chapter 5. Tne problem to overcome is that 

in the past, expert systems have often not been flexible enough to be updated as quickly 

and easily as they must be [Hayes-Roth, 1984].

There is a formidable problem of knowledge-base management . . How 
shall knowledge be organized, controlled, propagated, as well as updated in 
terms of its features and properties, and their relationships with each other 
in a knowledge base? [Feigenbaum and McCorduck 1984, p. 84]

The difficulties of designing the architecture of a knowledge base increase if the data 

changes dynamically and needs frequent updating. It has been previously stated that the 

data used in resource management decisions are not static in time, and are often specific 

to a particular location. Therefore, important issues that were considered in the design 

of this architecture were flexibility and maintainability. Maintenance and acquisition of 

knowledge are addressed in the last major section of this paper. A discussion of flexibility 

follows.

4.2.1 Designing for Flexibility

Early in the development process, a search of artificial intelligence and expert system 

literature was conducted to determine if current technologies could be used to represent 

the kind of knowledge needed in matching users and their needs to available resources. 

Data structures were chosen to represent (1) the profiles of the users, problems, and 

resources-facts, and (2) the “rules of thumb” that tell how experts use these facts in their 

decision making-heuristics. These structures are now described.
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The knowledge needed for this environment thus was of two types: a declarative 

component of facts (describing the attributes and relationships of users, problems and 

resources in external profiles) and a deductive component that enables reasoning about 

the facts. Researchers in artificial intelligence have developed a variety of alternative for­

malisms for knowledge representation that could be used for these two components. Op­

tions include logical expressions, hierarchical frames, semantic networks, objects, rules, 

and procedures. All have previously been used successfully to represent knowledge of 

an expert in a knowledge system. Each method has advantages and disadvantages.

The data structures chosen had to represent the concepts and intentions of the expert 

faithfully, facilitate the process of finding gaps and errors in the knowledge base, and 

had to allow separation of domain knowledge from the interpretation program so that 

the knowledge base could be enlarged or corrected easily [Duda and Shortliffe 1983, p. 

266].

Current research shows a trend toward heterogeneous approaches of representation. 

Humans tend to exploit several different representations of a single problem during its 

solution, so the knowledge base representation must do the same.

Figure 4.2 shows the generalized architecture of an expert system designed to 

make resource recommendations to users. This architecture utilizes heterogeneous data 

representations. The declarative component is a series of external files which contain 

attributes describing the various parts of the model: users, problems, and resources. The 

values of user and problem attributes are set through dialogue with the user, and the values 

of the resource attributes are set through the knowledge acquisition and maintenance tools 

described in the last section of this chapter. The deductive component consists of the 

rules which control how the facts are used. These components are now described in more 

detail.
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4.2.2 Declarative Component

The declarative component uses a data structure that is a simplified semantic network 

utilizing object-attribute- value triplets [Harmon and King 1985, p. 39]. In this special­

ized case, the object to attribute link is a “has-a” relationship, and the value to attribute 

link is an “is-a” link.

Nodes of the network are classified into one of three categories: objects, attributes, 

or values. Adequate representation of resources and problems requires the use of a 

modified frame structure to hold the values of the attributes of all the different categories. 

A “frame” of knowledge is somewhat similar to a “record” in a data file, but has more 

features than most records [Canning 1985].

Figure 4.3 shows the structure of the objects (users, problems and resources), and 

their attributes and values. The values are represented in the “leaves” of the tree, and 

are defined as strings or vectors of real numbers in external Pascal files. The values 

of the user and problem attributes are obtained through dialogue with the user, and can 

change with each consultation. User attributes are stored and reloaded each time the user 

consults, with the option of changing any values if the facts about the user have changed 

since the previous dialogue with the expert system. Resource attributes are instantiated 

by the resource manager using the knowledge acquisition methodology discussed in the 

Knowledge Acquisition section of this chapter.

The values of the relevant attributes about users and problems are grouped together 

in a single definition of the skills, environment, and needs of the user for the current 

consultation. This group of attributes is then matched against group attributes for each 

resource defined in the knowledge base. A resource assignment algorithm computes 

scores for each resource in terms of how well it matches the user’s need, screens out 

inappropriate resources, and of those remaining, places confidence ratings on those whose 

attribute values most closely match the user/problem attributes. Those resources with
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Figure 4.2: Generalized Architecture of Expert Systems for Resource Recommendation
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scores above a specified level of confidence are recommended to the user as solutions to 

their resource needs.

4.2.3 Deductive Component

In addition to the facts that are represented by object-attribute-value triplets and frame- 

type structures, rules are needed for specifying how these facts are to be used in reaching 

a solution. These rules are the deductive component Standard production rules were 

created by determining and entering the “if...then..” structures used by the expert in 

reaching decisions in the subject domain. The rules are of the form “IF condition THEN 

action” the condition checks the attributes of the user/problem profiles, and action sets 

the values of the corresponding attributes that describe users and their problems. These 

are then matched against the attributes of the resources.

Each attribute describing the user and the user’s problem is referenced by one or 

more rules, which tell how to compare that value to the corresponding resource attribute. 

Each rule, or rule set, represents a “chunk” of domain expertise that is communicable 

to the user and can be added to or deleted from the system’s knowledge base. Rules 

accommodate the knowledge of domain experts in the form they most often communicate 

it: “If user has X attribute and/or problem has Y attribute, then action is to set Z attribute.” 

These rules accommodate the knowledge of domain experts (resource managers) in the 

form they most often communicate it: “If user (object 1) has certain characteristics 

(attribute values A, B, C), and problem (object 2) has certain characteristics (attribute 

values C, D), then action is to assign resource(s) with these characteristics (attribute values 

a, b, c, d, e).” The assignment is accomplished through a pattern-matching algorithm 

which finds the resource(s) most likely to satisfy the user’s needs.

The resource selection process is a type of problem solving by pattern matching. 

In classical pattern recognition, “the problem consists of recognizing class membership,
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and establishing decision criteria for measuring each class” [Van Gigch 1978]. Problem 

diagnosis utilizes pattern matching, in that a particular set of attributes is fitted in such a 

way that we can recognize how close the features of this pattern resemble those of another 

established pattern. Diagnosis differs from pattern recognition in that the former may 

involve classes whose attributes may not be completely specified at the time diagnosis 

(resource assignment) is attempted.

In the present case, the established pattern is the definition of the user and the 

user’s current problem. We match our set of resources to that user-problem set to find 

the closest resemblance.

4.3 Knowledge Acquisition and Maintenance

A knowledge acquisition methodology for the Information Center Expert (ICE) was de­

veloped. It utilizes a series of four charts called Resource Attribute Charts (RAC) to (1) 

elicit from the expert the conclusions that are to be given by the expert system, (2) gather 

vocabulary, (3) identify relevant attributes of the resources, and (4) assign relative weights 

to those attributes. RAC is a methodology for elicitation, combination, and transfer of the 

expert’s knowledge to data structures used by the expert system. It offers assistance in 

the knowledge engineering process by providing a structure for interviewing the expert, 

analyzing the information, and producing the resource profile for the knowledge base. 

RAC is based on Kelly’s Repertory Grid process which was described in Chapter 2.

4.3.1 Initial Knowledge Elicitation

RAC-1 (Chart 1) shown in Figure 4.4 first elicits the conclusion items, called elements, 

from the experts. These elements represent resource conclusions that should be made by 

the expert system being built. Elements are elicited within major categories of resources.
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ENTER THE 

Category: .

RESOURCE WHICH YOU WANT ICE 
TO RECOMMEND FOR

Possible Uses:

Resource 1 Resource 6
Resource 2 Resource 7
Resource 3
Resource 4
Resource 5

Figure 4.4: Resource Attribute Chart - 1 (RAC-1)
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The expert is asked to list all the resources that fall in each categoiy.

4.3.2 Elicitation of Attributes

Next, using RAC-2, the expert compares successive groups of three resources and names 

an important attribute or trait that distinguishes any two members of this triad from the 

third one (Figure 4.5). By comparing three elements at a time, the expert must think 

about both similarities and differences at once. If only two were compared, traits would 

be elicited that would be either similarities or differences. Comparing more than three 

at once makes the job much more complex without comparable increase in effective 

attribute identification [Kelly 1955].

The particular attributes identified depend upon which elements are combined into 

triads. It is recommended that the combinations are made in the order in which the 

resource objects were given by the expert on RAC-1, since they are probably the most 

significant or most crucial elements [Boose 1986a].

This step is performed iteratively until a list of resources within each desired 

category has been identified, and a list of classification attributes has been elicited for 

each category. These were all derived from the expert, using her/his own language and 

terms.

4.3.3 Attribute Weighting

Using RAC-3 (Figure 4.6) the expert determines the relative importance of each attribute 

in making the selection of the software resource package. This is done by using a rating 

scale based on Kelly’s binary rating method, which has been extended here to include 

scales, allowing finer shades of distinction than “yes/no” or “on/off”. At one extreme, 

the scale represents “crucial” attributes, and at the other extreme are those which are “not
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Think of an important attribute 
that two of these share,

RESOURCE 1
RESOURCE 2
RESOURCE 3

(Category:

but that the other one does not.

What is that attribute? ATTRIBUTE I
What is the opposite of that attribute?

OPPOSITE 1

Figure 4.5: Resource Attribute Chart - 2 (RAC-2)
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useful”. Attribute weights are set from these rating scales.

4.3.4 Attribute Values

The last step of this methodology is a series of charts (RAC-4) used to assign values 

to all the attributes of each resource element. That is done by placing each element on 

the appropriate line of each attribute chart (Figure 4.7). The charts allow the experts to 

easily compare the resources relative to one another.

How IMPORTANT is each of these attributes 
in choosing the correct resource?
Crucial Not iinpt.

Attribute 1 10 9 8 7 6 5 4 3 2 1 0

Attribute 2 10 9 8 7 6 5 4
3 2 1 o |

Attribute 3 10 9
8 7 6 3 3 2 3 ° |

Attribute 4 10 9
8 7 0 5 J . 2 3 ° !

e t c .

Figure 4.6: Resource Attribute Chart - 3 (RAC-3)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

67

ATTRIBUTE i
10 RESOURCE 3

9 I
1

8 RESOURCE 1 RESOURCE 7

7 RESOURCE 5

6

5 RESOURCE 2

4

3 RESOURCE 6

2

1

0 RESOURCE 4
OPPOSITE i
Place in the chart: RESOURCE 1, RESOURCE 2, RESOURCE 
RESOURCE 4, RESOURCE 5, RESOURCE 6, RESOURCE 7 3,

Figure 4.7: Resource Attribute Chart - 4 (RAC-4)
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4.4 Summary

The research questions posed in this chapter dealt with (1) defining an appropriate ar­

chitecture for time- and location-variant data, and (2) developing a useful knowledge ac­

quisition methodology. The expert system architecture allowing for the representation of 

time- and location-variant data uses a simplified semantic network with object-attribute- 

value triplets. Each node in the network is a modified frame that defines the attributes of 

users, problems, and resources. The frames defining the resources are stored in external 

files to allow for easy creation and maintenance. The knowledge acquisition method­

ology, Resource Attribute Charts, allowed for the structured elicitation of the resource 

elements, attributes, attribute weightings, and attribute values.

Knowledge acquisition has been a long-standing problem in artificial intelligence 

work. The state of the art is “ill-defined and at a stage of experimentation and evolution” 

[Hart 1986, p. 9]. Often, in the building of expert systems, it has been the knowledge 

acquisition which was difficult, not the subsequent implementation. That was certainly 

true for this study. Development of a methodology to structure the process greatly 

improved the knowledge gathering process.
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Chapter 5

CASE STUDY: IMPLEMENTATION OF INFORMATION CENTER 

EXPERT (ICE)

To understand something as a specific instance of a more general case-which 
is what understanding a more fundamental principle or structure means-is 
to have learned not only a specific thing but also a model for understanding 
other things like it that one may encounter [Bruner I960].

Information Center Expert (ICE) is a specific instance of the general architecture 

of the resource management system presented in Chapter 4. The third research question 

posed in Chapter 1 was:

Can the use of an expert system facilitate the selection of resources in a 
dynamic organizational setting, specifically the setting of the Information 
Center?

This chapter addresses the question first by describing the actual implementation 

and installation of ICE in the information centers of two major corporations and in the 

Center for the Management of Information (CMI) at the University of Arizona, and then 

by testing the appropriateness of the resource selections mady by ICE in a validation 

study.
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5.1 Installation Site Descriptions

The first corporation is supported by three information centers, each serving clientele 

with different needs. The Plant Information Center is housed in the Information Systems 

Department. Clients are end users who work in areas such as control, engineering, finance, 

and office management. They are usually not programmers. One of the main goals of 

this site is to make an improvement in the decision making processes of end users. The 

second center at this site is the Productivity Center, serving application programmers 

with the goal of looking at global needs of the community rather than needs of individual 

programmers. Work groups were the unit of attention rather than individual users. The 

Product Laboratory Center, the third support site, provides complete personal computer 

hardware and software support, including a PC store that offered inventory acquisition 

and the expertise on how to use it. The clientele are research and development personnel 

including managers, programmers, systems analysts, engineers, technicians, computer 

operators, and secretaries.

The second corporation is supported by an information center much like the Plant 

Information Center at the first site, serving a wide variety of end users and offering a 

broad selection of software packages.

The third site, the CMI at the University of Arizona, serves staff, faculty, and 

students of the College of Business and Public Administration, providing both hardware 

and software support to users with a variety of skill levels and needs for computer 

assistance.

5.2 Background

In previous chapters, the research problem was described at the most general level as the 

matching of users, problems, and resources within the constraints of organizational goals
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and policies. At the next level, users are specifically identified as end users with business 

problems requiring computing resources. These resources are assigned according to the 

policies and regulations of the organization, as enforced by the Information Center.

This chapter describes the specific instance in which the users can be identified as 

the personnel employed by the first corporation where ICE was installed. They possess 

specific problems and needs that must be met with computer software resources which 

will help them achieve their goals. The needs must be fulfilled within the constraints 

of the goals and policies that govern end user management within that corporation. The 

process of matching these users, problems and resources is done by building profiles: 

user profiles, problem profiles, and resource profiles. These profiles consist of attributes 

which must be weighted and valued by the expert system so that the matching process 

can take place. The process of identifying and valuing those attributes was described in 

the previous chapter.

In Figure 1.2, Hayes-Roth’s conceptualization of the major components of a knowl­

edge system were presented. They were divided into three environments: development, 

knowledge system, and operations. In this chapter, ICE is discussed in terms of these 

environments, as shown in Figure 5.1. Here, the relationships among the ICE subunits 

are shown. The details of the development and installation environment of ICE are 

given first, then the knowledge system is described in terms of the profiles built, and its 

operational environment is described. Finally, the recommendations given by ICE are 

validated through testing.

5.3 Development Environment

The Information Center Expert (ICE) was built on the IBM 4381 using the IBM shell 

ESE/VM (Expert System Environment /VM) [IBM 1986]. The development environment 

of this shell (ESDE/VM) allows for the building of a knowledge base of facts and
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Figure 5.1: Major Components of ICE
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relationships about users of the IC resources, current user needs, and definitions of the 

resources themselves. These facts, called “parameters” in the ESE shell, are grouped 

logically into profiles of the three parts of the model: the User Profile, the Problem 

Profile, and the Tool (Resource) Profile. Other facts about the relationships among these 

profiles are represented as “rules,” and “Focus Control Blocks” (FCBs). Control of the 

parameters and rules is done through FCBs, which are organized as a hierarchy to provide 

structure to the system. Parameters, rules, and FCBs will be identified and explained in 

the Knowledge System Environment section.

Because of the flexibility and maintenance issues, part of the ICE knowledge base 

was stored in files external to the ESE environment, providing for easier update. These 

files are described in the Maintenace Tool section.

5.3.1 Overview of the ICE Architecture

Figure 5.2 shows the overall structure of the ICE system and its relationship to the exter­

nal environment. End users approach ICE in need of recommendations for appropriate 

software for their particular tasks. Through dialogue controlled by the rule base built 

using the ESE-D (ESE Development) shell, information is collected about the end user’s 

skill and experience (User Profile) and the user’s immediate needs (Problem Profile). In 

the User Profile, the facts about the user are represented as parameters in the data struc­

ture called the EU-Vector (EndUser.Vector); the data structure for the Problem Profile is 

called the P_Vector (ProblemJVector). The relevant parameters from these two vectors 

are then grouped into a single vector called the PE_Vector (ProblemJEndUser.Vector). 

This PE-Vector describes the skills, past experiences, and needs of the user for the current 

consultation.

The PE_Vector attribute values are stored in an external file. At the end of the 

dialogue, the values of this vector are matched against the attributes of the vectors that
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represent each software tool supported by the Information Center (Tool Profile). The 

tool selection algorithm screens out inappropriate tools, and of those remaining, places 

confidence ratings on those whose vectors match the PE_Vector most closely. This 

recommendation is then given to the user along with information about the tools and the 

consultants who support those tools.

This section and the next (Knowledge System Environment) discuss in more de­

tail how the content of each of these profiles was determined, how the knowledge was 

acquired for each, and how the three profiles are matched to determine a software rec­

ommendation.

5.3.2 Knowledge Acquisition for ICE

Knowledge for the ICE knowledge base was acquired through interviews, both unstruc­

tured and structured, by observation, and by example.

Knowledge of Users and Problems. Information about the consultation process, 

during which consultants collect data about the end user’s background and current need 

for software, was gathered through extensive interviewing of the consultants as well as 

by observation of the process. This information was later represented as parameters and 

rules in User Profile and Problem Profile, discussed in the next major section of this 

chapter.

Knowledge of Resources. In order to adequately elicit knowledge to build the Tool 

Profile, an extensive search was conducted of organizational documents and manuals, and 

structured interviews were held with consultants. It was during the attempt to adequately 

represent the resource tools in the knowledge base that the need for acquisition and 

maintenance tools arose. Two tools were developed to support the construction of the ICE 

knowledge system: Resource Attribute Charts (RAC) for acquiring knowledge about the
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resources of the Information Center, and Maintenance tool for ICE (M-ICE) to maintain 

the knowledge base.

The knowledge acquisition charts (RAC) were presented in Chapter 4 as a structured 

methodology for eliciting knowledge about resources. This knowledge was of four types: 

elements, attribute identification, weighting of attributes, and assignment of values to 

attributes. IC consultants participated in the knowledge acquisition process. The data 

gathered from those structured interviews is now presented.

Elicitation of Elements. It had been determined from formal and informal in­

terviews, and from a search of die literature (Chapter 2), that the major categories of 

software to be supported in the ICE system were those shown in Figure 13.

Data Management 

Data Analysis 

Presentation Graphics 

Document and Report Preparation 

Project Management 

Utilities 

Programming

Figure 5.3: Major Software Categories for ICE Modules

The experts listed all the software packages that fell in each category for their 

center. Figure 5.4 (RAC-1) shows the software that was listed for Data Analysis in one 

of the ICs. These packages are all the packages supported by that center, and given as 

resource solutions in the ICE system for data analysis needs. Because of nondisclosure 

agreements, the software is not listed in entirety. Many of the “internal use only” software 

tools are not revealed in this figure.

Attribute Identification. After identifying the software resources for each cate-
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ENTER THE SOFTWARE PACKAGES WHICH YOU WANT
ICE

TO RECOMMEND FOR 
Category: Possible Uses:

Data Analysis 

VM/AS

SAS

Lotus 123

Tiny Calc

Planning A ssistan t 

Oxycalc___________

APL2

Figure 5.4: Elicitation of Elements: Software for Data Analysis Category
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gory, the experts next used RAC-2 to compare successive groups of three packages and 

named an important attribute that distinguished any two from the third (see Figure 5.5). 

The output of this step was a list of classification attributes had been elicited for each 

category of software. These attributes form the Tool Vector file of the knowledge base. 

Appendix A contains a complete listing of the Tool Vector Attributes and their definitions, 

listed for each category of software. Next, priorities must be established among these 

attributes.

Weighting of Attributes. Next to be determined is the relative importance of 

each attribute in making the selection of the recommended software package for the user. 

The assignment of weights on the 1-10 scale is done according judgments of the IC 

consultants, and is based on their perceptions of which attributes are most important in 

choosing software tools for users. Each information center can determine its own set of 

weights, thus reflecting its own preferences on which attributes should contribute most 

heavily to the software selection. Figure 5.6 (RAC-3) shows how one of the consultants 

assigned weights to the attributes for data analysis tools.

Values for Attributes. The last step of RAC was to complete a series of charts 

(RAC-4), one for each software tool, to set the values of each attribute for each package 

(Figure 5.7). The values assigned must indicate how much better one package is than 

another with respect to that attribute. Again, each information center decides on its own 

ratings for the tools, so that its preferences in making recommendations can be simulated 

by ICE.

The output of each of these four steps (elements, attributes, weights, and attribute 

values) is entered into M-ICE, the automated maintenance program (described in the next 

section) that builds the four external files of the Tool (Resource) Profile. This profile is 

searched during each consultation to match the most appropriate tool to the user’s needs 

and skills. This maintenance utility and the four files are now described.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

79

Think of an important attribute 
that two of these share,

VM/AS
SAS
Lotus 123

( C a t e g o r y ^  Analysis )

but that the other one does not.

What is that attribute? Spreadsheet

What is the opposite of that attribute?
No Spreadsheet

What other attributes do two of these share, but
not the third?

Attribute Opposite of Attribute
Advanced S ta t is t ic s  No Advanced S ta t is t ic s
Forecasting no Forecasting
Renorts  No Reports____________

Figure 5.5: Software Attribute Identification (RAC -  2)
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How IMPORTANT i s  each  o f  th e s e  a t t r ib u t e s  
In  ch o o s in g  th e  c o r r e c t  so ftw a re?

A ttr ib u te  C r u c ia l Not itnpt.

Advanced Stat 10 9 d 7 6 5 4 3 2 1 0

SImDle Stat 10 9 8 a 6 5 4 3 2 1 0

Soreadsheet 9 8 i 6 5 4 3 2 1 0

Macro 10 9 & 7 6 5 4 3 2 1 0

Grachs 10 9 8 7 6 (% 4 3 2 1 0

Charts 10 9 8 7 6 3 4 3 2 1 0

Reports 10 9 8 7 6 3 4 3 2 1 0

Forecasting 10 9 8 7 6 5 4 3 2 1 0

Financial 10 9 8 7 6 5 4 6 2 1 0

10 9 8 7 6 5 4 3 2 1 0

10 9 8 7 6 5 4 3 2 1 0

10 9 8 7 6 5 4 3 2 1 0

10 9 8 7 6 5 4 3 2 1 0

10 9 8 7 6 5 4 3 2 1 0

Figure 5.6: Attribute Weighting for Software Selection (RAC -  3)
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ATTRIBUTE: Reports

10 SAS VM/AS

9 APL2

8 Planning Assistant

7

6 Lotus 123

5

4

3

2 Oxycalc Tiny Calc

1

0
ODDosite o£ Attribute: No Reports

Place in the chart all software packages from Page 1 
of this category.

Figure 5.7: Assignment of Attribute Values to Rate Software Resources (RAC -  4)
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5.3.3 Maintenance Tool

M-ICE (Maintenance for ICE) is a PC-based subsystem used primarily to develop and 

maintain the Resource Profile part of the ICE knowledge base. The profile consists of the 

four files generated by M-ICE. The contents of these file are accessed by the selection 

algorithm during the matching process. The files are TOOLFILE.DAT, DESCRIBE.DAT, 

CONSULT.DAT, WEIGHTS.DAT.

The TOOLFILE.DAT file consists of software tool names and attribute values, in 

terms of their ability to perform the activities required by the users. The information is 

gather from RAC-1 and RAC-4 and entered using M-ICE.

DESCRIBE.DAT is a file that allows for 10-line maximum narrative descriptions 

of the capabilities of each software tool. It is used by ICE after the tool recommendation 

has been given to the user, and the user elects to find out more about the software.

WEIGHTS.DAT holds all the attributes (and their definitions) elicited from RAC-2, 

and elicits the assignment of the weights to each attribute. The weights tell the relative 

importance of the attribute in selecting the resource. The weight assigned is a reflection of 

the preference of the consultant deciding on the importance of each attribute. The process 

of weighting attributes is subjective, and for the consultation system to be transportable 

across ICs, it is necessary to allow the introduction of such subjectivity by each individual 

IC site that implements the ICE system. This is particulary true because the aim of the IC 

is not to replace, but to enhance the interaction between end users and consultants. Thus, 

it is important that the system be a close reflection of the preferences of the specific IC 

it is supporting.

The file CONSULT.DAT holds the names and phone numbers of the Inforamtion 

Center consultants. These names can be accessed at the time that ICE makes the software 

recommendations. Users are encouraged to contact the support personnel of the software
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selected for them.

M-ICE allows for the easy addition, deletion, and modification of software tools 

and consultants represented in the knowledge base. It is a very important development 

tool in the ICE system because it allows maintenance to be performed by the IC personnel 

through a menu-driven interface. As new software tools are supported by the IC, they 

can easily be added to the knowledge base without revision of the rules. Tools can be 

redefined or deleted as IC policy dictates. Names and phone numbers of consultants who 

support those tools are changed in a similar fashion. M-ICE allows each IC to represent 

its own resource set without requiring the services of a knowledge engineer to change 

the rule base.

M-ICE also provides a reporting facility making possible a formatted report of 

any of the following: (1) All software packages supported by the Information Center, 

complete with descriptions, (2) the attributes currently being used to describe software 

categories, (3) information about consultants who support end user activities. Appendix 

B contains extracts of reports produced by the M-ICE utility.

5.4 Knowledge System Environment

Knowledge about (1) end users, (2) their business problems, and (3) the resources avail­

able to them was represented in the knowledge base of the expert system ICE by building 

profiles of each of these components of the model. Three subsystems perform this pro­

cess: (1) the User Subsystem builds the User Profile, (2) the Problem Subsystem builds 

the Problem Profile, and (3) the Resource Subsystem builds the Resource (Tool) Profile.
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5.4.1 User Subsystem

The User Profile is gathered through ICE dialogue with the user. First it is determined 

whether this is the user’s first session by trying to match the user’s serial number with 

those stored from previous consultations. If the user has consulted with ICE before, the 

existing User Profile is displayed, and the user verifies that the data is current, or makes 

desired changes.

If, however, this is the user’s first consultation, the user is engaged in a dialogue 

to collect background information concerning previous computer experience, skill, and 

computer hardware availability. This information is collected by a series of questions 

controlled by a forward chaining mechanism, and stored as attributes (parameters) that 

form the User Profile, known to die system as E_Vector (EndUserJVector). This User 

Profile consists of both the static and dynamic characteristics of users, as shown in Figure 

5.8.

5.4.2 Problem Subsystem

After the User Profile has been constructed, a backward chaining inference engine fires 

rules that carry on further dialogue with the user to determine the characteristics of the 

immediate problem or activity for which s/he seeks computing resources to help reach a 

solution.

The category of the user’s task is first determined, and control is passed to the 

appropriate module. The modules built are for those software categories found to be most 

commonly used by end users: data management, data analysis, presentation graphics, 

document and report preparation, project management, utility and productivity aids, and 

programming tools.
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1. Static:

User Name

Identification Number

2. Dynamic:

Department Number

Phone Number

Computer Tasks - description of the tasks 

which the user most often performs 

on the computer.

Hardware Available - identification of 

computer hardware which user has 

available in his/her environment.

Operating System Preference - the OS in 

which the user prefers to work.

Skill Level - user’s rating of own skills 

in chosen computer environment.

Software Experience - major categories of 

software with which user has previous 

experience.

Computer Usage - how often person uses a 

computer to perform job; importance of 

computer in being able to meet goals.

Figure 5.8: User Profile Attributes: Static and Dynamic Characteristics
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The data structure that contains the attributes of the Problem Profile is known 

to the system as the P_Vector (Problem_Vector). The system stores the attributes by 

assigning values to the parameters of the Problem Vector. The relevant parameters from 

the EndUser.Vector are then concatenated to the Problem.Vector, forming a single vector 

known to the system as the PE_Vector (Problem_EndUser .Vector). This vector then 

contains attribute values that define the skills, needs, and problem environment of the 

user for the cunrent consultation.

The attributes of the PE_Vector are then matched against the vectors of attributes 

in the Resource (Tool) Profile which represent each software tool supported by the In­

formation Center.

5.4.3 Resource Subsystem

The Resource Profile, also referred to as the Tool Profile, characterizes information center 

resources in such a way that they can be matched with the user skills and needs (Problem 

and EndUser Profiles). The resources (elements) and the attributes which describe them 

were acquired using Resource Attribute Charts (RAC) and the maintenance utility M-ICE 

as described in the development section.

The attributes of each resource are stored in parameters of the Tool Vectors, one 

vector for each software tool. A selection algorithm matches the attributes of the Prob­

lem JEndUser.Vector and the Tool Vectors to determine which tools most closely meet the 

user’s skills and requirements. Figure 5.9 shows conceptually the process of matching 

the vectors that represent the profiles.
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Figure 5.9: Conceptual Matching of User and Problem Attributes With Resource (Tool) 

Attributes

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

88

5.4.4 Focus Control Blocks

Each of the activities involved in acquiring profile information is controlled within its 

own module called a Focus Control Block (FCB). Figure 5.10 shows the hierarchical 

structure of the FCBs for the ICE system. The dialogue for a consultation session 

follows this structure. The user is asked for an identification number. From this number 

it is determined if the user is making a consultation for the first time, or has previously 

consulted with ICE. If no previous consultation has been made, user information is 

gathered to build the User Profile.

C on tro l S t r u c t u r e  fox* C o n su lta tio n s
ICE

lg —
Ho Previous 
Consultation

mil i i
Previous
Consultation

j. j- jt

nm nm n

1 1 IBlarara? 1
1. Tool 

Selection

J K im  -

y
Requirement

Hnalusisi i i i i l i l i i J i l lJ i i l i i i l i l i i i l i i l  imilililiiitlljllmilii lUiiii
l ; l  1iii i im

Project 
Management

Data 
Management

Document
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I

ProductivityGraphics
Analysis Tools

1 1..... .    ST

Common 
5et

J l I I iI i u l m L i i
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% 'M jt

 E u . » 1

Figure 5.10: Focus Control Blocks 

Control is then passed to the Problem Profiling Subsystem controlled by the Re-
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quirement Analysis FCB. The user’s problem is categorized into one of six categories, 

and control is passed to the FCB for that category. More detailed information is then 

gathered about the specific needs within that category. Finally, general questions are 

asked as controlled by the Common Set FCB. These are questions whose answers are 

needed for almost all consultations.

Once the user’s background and problem are determined, control is passed to the 

Tool Selection FCB, and the matching operation is performed to determine the recom­

mended set of software.

5.5 Operation Environment

ICE currently is a closed system that interacts only with files created specifically for 

this program. While it is possible for ICE to access personnel data bases to acquire the 

User Profile information automatically, the corporation in which the system was installed 

chose not to allow that interaction. The security level of the personnel files is too high.

IC managers can opt to have ICE produce tracking files which save information 

about the users of the ICE system. A tracking report gives the users’ names, departments, 

phone numbers, category of software sought, and recommendation made by ICE. Statistics 

can be generated on how many users had needs that could not be met, those whose needs 

were partially met, and those who received software recommendations from ICE. These 

reports can then be used to contact users about further needs or satisfaction level of the 

recommendation.

When ICE is extended to support the training activities of the IC, it will also 

interact with the application software packages that it recommends. Users will have the 

option of experimenting with the software that ICE suggested, and external files will be 

called from ICE to bring the user into the application programming environment. If the
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application is a PC package, ICE should allow the users to download the package to their 

own workstations. These operational features are topics for future research.

5.6 Validation of ICE

Confirmation of the validity of ICE was sought by comparing the results of its operation 

against the resource recommendations of IC consultants. The procedure used is called 

“blind” validation and is based upon the work of A. M. Turing [1950] who, when con­

fronted with the issue of whether or not computers and their programs could think, said 

the testable question is whether a blind observer-that is, one ignorant or blind as to the 

identity of the source- could distinguish between the product of the machine and the 

product of the human.

The blind validation of ICE was conducted. The IC manager, serving as validator, 

was confronted with software resource recommendations for the twenty cases shown in 

Appendix C. The recommendations came from two different sources, human consultants 

from the Information Center, and the ICE system. The validator studied evidence that 

was available to the sources, formed his own conclusion, and then accepted or rejected 

each recommendation from each source on the basis of his opinion of the appropriateness 

of the recommendation given. The identity of the source of each recommendation was 

not made known to the validator until after each had been judged.

The first source-the human consultants-consisted of two IC consultants, one who 

specialized in personal computer (PC) support, and the other who supported mainframe 

(MF) computer problems. The PC consultant solved the PC cases, and the MF consultant 

solved the mainframe cases. The second source consisted of four end users who served 

as users of the ICE system. The result given by each source (ICE or human consultant) 

was reported to the validator in random sequence to disguise the source. In ten of the 

twenty cases (randomly chosen by a BASIC random number generation program), ICE’s
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recommendation was identified as “Source I” and in ten cases as “Source II.”

5.6.1 Validator Compares Recommendations

The researcher typed the material of the twenty cases on Case Sheets. Each sheet was 

accompanied by the Recommendation Sheet on which the recommendations were given 

for the cases of the two sources, the IC human consultant, and the ICE system. The 

sources were disguised as to their source, human or machine. Certainty percentages 

given by ICE were not reported on the Recommendation Sheets, as responses of the 

human consultants are not often expressed in that form. To include the percentages 

would have given notice to the validator that ICE was the source of the judgement

The validator’s task was to make an independent judgement as to the correct rec­

ommendation. Then, based on that assessment, he was to evaluate the correctness of 

Source I and Source II on each case by accepting or rejecting each recommendation. The 

results of this evaluation are summarized in Table 5.1. The details are presented in Table 

5.2. In the last column, “A” designates “Accept” and “R” stands for “Reject.”

5.6.2 Results

In 17 of the 20 cases, the recommendations of ICE and the consultants were the same, 

or close enough to be in agreement with the validator. In two cases (#7 and #19) the 

human consultant was considered correct, but not ICE; in one case (#6), ICE was judged 

correct but not the human consultant.

A chi-squared test measured the hypotheses for the data summarized in Table 3:

HO:Reaching a valid conclusion is independent of the source of the recom­
mendation.
Hl:Source of recommendation and the number of correct recommendations 
are not independent.
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This test suggests that the correct solution is independent of the source of the 

recommendation, as we fail to reject the null hypothesis. This gives evidence that ICE 

system provides resource recommendations that are not significantly different from those 

provided by human Information Center consultants.

Table 5.1: Data for Measuring the Proportion of Correct Recommendations

Human
Consultant

ICE
System

Number of Problems 20 20

Number Correct 19 18
Number Incorrect 1 2

Proportion Correct 95% 90%
chi-squared = 0.3603 df = 1 p = 0.45

5.7 Summary

The installation of ICE at a corporate site realized the third research goal: to implement 

and validate a working resource management system based on the generalized architecture 

presented in the previous chapter. The system’s facility to correcdy select software 

resources for users was demonstrated by the validity experiment. The recommendations 

of ICE were not significantly different from those of the consultants of the Information 

Center, supporting the claim that the system can facilitate resource selection in a dynamic 

environment.
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Table 5.2: Validation Data

Case ICE: Type Description Recommendations: Validation
# Source o f o f Human / Decision by

Number Case Case / ICE Validator
1 U PC Data base mgmt/ PC-File+ A

1000 inventory PC-File3 A
records

2 I MF Data base mgmt/ VMAS A
2500 inventory VMAS A
records

3 II MF Data base mgmt/ VMAS or SQL A
7500 inventory VMAS/SQL A
records

4 II PC Business planning Lotus 123 A
with spreadsheet Lotus 123

or TinyCalc A
5 II PC Report prep/ TinyCalc A

with spreadsheet or Lotus Lotus
or TinyCalc A

6 I MF Complex statistical VMAS or R
analysis Lotus SAS A

7 II PC Budget preparation Lotus A
VMAS R

8 II MF Manipulation and VMAS A
analyses o f matrices SAS or VMAS A
o f data

9 I PC report generation Graphing A
with graphs Asst PC-File or A

Graph Asst
10 I PC Presentation material- ChartMaster A

transparencies orSignMaster
ChartMaster A
or SignMaster
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Table 5.3: Validation Data

11 I MF Presentation material- 
transparencies

APGS
APGS > 

>

12 II PC Paper graphics with SignMaster
alphanumeric text or PersExpr

SignMaster A
or ChartMstr A

13 II MF Graphics: fonts, APGS A
color, Xter sizes APGS A

14 I MF Graphics: library APGS A
predefined symbols APGS A

15 II MF Document Preparation: PROFS A
columns, spell, merge, PROFS A
embed graphics

16 I PC Document Preparation DW3/WrdPrf A
DW3/DWAsst
/WrdPrf A

17 I PC Word Processing & DW3/ProfEd A
Editing - table o f
contents, footnotes, DW3/Pro£Ed/
spell check WrdPrf A

18 II PC Simple memo and WrdPrf/WrtgAsst A
document preparation

WrtgAst/WrdPrf A
19 I PC Project management - HTPM A

critical path VMAS R
20 I MF Project management - VMAS A

critical path VMAS A
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Chapter 6 

TRANSPORTABILITY STUDY

This chapter discusses the results of the experiment testing the expert system’s success 

in meeting the design criteria of transportability.

6.1 Background

It should be recalled that two charactertistics of knowledge important in expert systems 

development are context dependency and knowledge stability [Krcmar 1984]. Context 

dependency describes how universal certain knowledge is, and stability is the change 

over time of the knowledge represented. These criteria for universality and stability have 

made it difficult in the past to apply expert systems techniques to the Information Center 

because the knowledge base of IC resources is neither universal nor stable.

Software tools are being introduced into the market at an extremely rapid rate, 

offering more power and more ease of use. ICs are continually changing the set of 

available software tools, causing a very dynamic environment that changes quickly over 

time. The demand for universality is not easily met either, for each IC supports its own 

unique set of software resources. Often within the same corporation, different branches 

or sectors prefer different software to solve the same problem. Thus, the challenge in
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applying the power of expert systems to consultation situations within the IC required that 

an architecture be designed that could allow for a knowledge base that could be easily 

changed as the resources changed, and could be changed as required when installed in 

many different ICs, each with a different resource base. This architecture was the subject 

of Chapter 5.

Most rule-based expert systems model problem solutions directly into the rules; 

that is, using IF/THEN statements, recommendations are “hard-coded” into the response 

portion of the rule. This method, however, is not acceptable in the IC, for it would 

require the assistance of a knowledge engineer to rewrite and recode the rules with the 

adoption of each new or different software package. Maintaining the knowledge base so 

that it is current would be a very difficult and expensive task.

Likewise, the knowledge base must be transportable to different ICs without re­

quiring the intervention of the knowledge engineer. The expert system must rest on an 

architecture that allows the flexibility for each information center to individualize the 

system to meet site- specific needs. What is necessary is the division of knowledge into 

a general core and a local core. The general core consists of knowledge that is common 

across all ICs; knowledge that is specific to individual sites will go into the local core. 

An expert system should be adaptable enough to be implemented in different ICs without 

changing the basic rule structures.

6.2 The Research Question

The research question to test the transportability of the knowledge system between infor­

mation center sites is:

Do the knowledge acquisition and maintenance tools, RAC and M-ICE, pro­
vide for the adaptation of ICE to different information center locations with­
out changes to the rule base?
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The goal is to determine whether the knowledge acquisition and maintenance 

methodologies (RAC and M-ICE) make possible the transport of the knowledge base 

from one location to another, allowing each site to identify and define its own set of 

resources, without changes to the rule structures. If the system can be transported with­

out rule changes, the results support the claim that the knowledge has been successfully 

divided into a general core, the rules that are common to all information center sites, and 

an adaptable local core, the definition of the resources unique to each site.

Thus, it would be demonstrated that the expert system can operate in an envi­

ronment with location-dependent and time-dependent knowledge instead of requiring 

universal and stable knowledge.

6.3 Description of the Experiment

ICE was installed and tested at the first corporate Information Center in February, 1987. 

After successful implementation at that site, the system was installed in May at a second 

corporate site in a different part of the country. The term ’’original knowledge base” refers 

to the knowledge base as it was installed at the first IC. The term ’’adjusted knowledge 

base” refers to the knowledge base as it was adjusted, using RAC and M-ICE tools, 

to model the IC resources at the second site. Inspection of the list of software tools 

supported at the two sites revealed that just over half of them were the same. In some 

cases, even when the same tool was supported, the conditions of its use differed, so 

it would not be recommended for the same problems in the two sites. Therefore, its 

attribute representation in the knowledge base would be different at the two sites.

Participants in the study consisted of 24 users of the ICE system (business people, 

and students, faculty, and staff of the University of Arizona College of Business and 

Public Administration), and one “expert” IC consultant (the manager) who judged the 

results. The ideal participants would have been users from the second site where ICE was
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installed. Because permission could not be granted to work with anyone other than the 

IC staff, users from the university site were chosen. It can be argued that the population 

from which the participants was drawn is very similar to the population of users at the 

corporate site. The kinds of software resources they need, the computer hardware on 

which they work, and the problems they need to solve with those resources, are much 

alike. The users were asked to read sample cases (Appendix C), and assume the user and 

problem characteristics given by the case. The cases had been judged by the IC manager 

as representative of all the kinds of activities for which end users need computer support.

The participant users had varying levels of skill and frequencies of computer usage. 

All had, at a minimum, used the computer for simple word processing or programming, 

and most had also used the computer as a tool to perform simple activities such as 

inventory and records management. No effort was made to compare results between user 

groups, as the intent was to look at the performance of the ICE knowledge base in two 

different states, its original state as it was built for the first installation, and its adjusted 

state, changed to meet requirements of the second site.

Using a random number generation program, each of the users was assigned five 

cases to solve using ICE. Thus, ICE solved each case six times, each time with a dif­

ferent user. Each user first did the same sample case to become familiar with the ICE 

consultation process. Users were asked to read carefully each of their five cases and to 

interact with the dialogue of ICE to get a software recommendations for the cases. After 

each consultation, the entire consultation process was saved in a ’’store file.” The concept 

of the store file, and the reason for its use, are now explained.

The expert system development shell with which ICE was built (ESE) offers many 

of the dialogue and explanation facilities common to development environments. During 

each consultation with a user, ESE stores the answers to the dialogue in a temporary An­

swer File. The capability exists to save that Answer File beyond the current consultation 

period. The answers to the consultation can be transferred to a permanent Store File so
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that the exact same dialogue can be rerun at a later time. Therefore, when a single Store 

File is rerun, there is no variability in the dialogue or in any of the answers given by 

the user. If the same knowledge base is used when the Store File is rerun, the expert 

system solution will be exactly the same. In this experiment, the dialogue with the user 

was collecting the attributes of users and their problems-the user and problem profiles. 

Thus, it was these two profiles that were controlled They were exactly the same when 

the consultation was done using the original knowledge base as when using the adjusted 

knowledge base.

The 24 participants used ICE to solve each of their five cases. Each of the 120 

consultations was stored in a separate Store File. The recommendations that were made 

by ICE in each of the 120 sessions was recorded The knowledge base against which 

the solutions were drawn was the original KB that represented the software tools at the 

first site installation. These ICE solutions were then examined by the IC manager at the 

second site, and were judged ’’correct” or ’’incorrect”, depending on whether they matched 

the software solutions as dictated by policy at Site 2. The results of that judgment are 

given in the next section.

The tools RAC and M-ICE were then used by IC personnel at the second site to 

adjust the knowledge base so it modelled their resources. No rule changes were made. 

After that adjustment, the 120 stored consultations were again run again on ICE, this 

time against the adjusted knowledge base. ICE’s recommendations were recorded, and 

the IC manager again judged the solutions as ’’correct” or ’’incorrect.”

6.4 Transportability Test Results

Since the IC at the second site supported a set of software  ̂resources in which approx­

imately half the tools differed from those of the first site, it was expected that at least 

half of the software packages recommended on the first run (the original KB) would not
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be correct according to the policy of the second IC site.

A chi-squared statistic was used to test the hypothesis:

H0:The proportion of cases correctly solved by ICE at the second site is the 
same when the the original (unadjusted) knowledge base is used as when the 
adjusted knowledge base is used.
Hl:The proportion of cases correctly solved by ICE is different after the 
knowledge base is adjusted.

Table 6.1: Data for Measuring the Proportion of Correct Solutions

Original Adjusted

Knowledge Knowledge

Base Base

Total Number of Cases 120 120

Total Number Correct 59 104

Total Number Incorrent 61 16

Proportion Correct 0.492 0.867

chi-squared = 38.722 df = 1 p< .005

Test results are given in Table 6.1. The statistic is significant at less than 0.005. 

The conclusion can be drawn that the proportion of cases correctly solved is different 

after the knowledge base is adjusted, providing evidence that RAC and M-ICE tools were 

effective in properly adjusting the knowledge base without changing the rule base.

The previous statistic assumes independent data. Since the data does not strictly 

conform to the independence assumptions (users did more than one case, and cases were 

repeated), a Cochran’s Q-test was also calculated, giving similar results [Table 6.2]:

Ignoring the cases showing + + (both KB states gave correct answer) or - - (neither 

KB state gave correct answer), which give no clue as to which state of the knowledge 

base is superior, we are left with 45 cases. If the original knowledge base produces the
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Table 6.2: Data for Calculating Cochran’s Q-Test

Original KB Total

Adjusted + 59 45 104

KB - 0 16 16

59 61 120

Chi-squared = 45 df = 1 p <  .005

chi-squared adjusted for continuity = 43.022

recommendations as accurately as the adjusted knowledge base, the number of cases in 

which the original KB is positive (correct) and the adjusted KB is negative (incorrect) 

should be equal to those in which the original KB is negative (incorrect) and the adjusted 

KB is positive (correct).

The data is presented in Table 6-2. The chi-square of 45 again supports rejecting the 

null hypothesis in favor of the alternative hypothesis, giving evidence that the RAC and 

M-ICE tools were effective in properly adjusting the knowledge base without changing 

the rule base.

Next, separate analysis was done of each of the twenty cases. Close inspection 

of the expert’s judgement of the correct recommendation for each case reveals that for 

cases numbered 2, 4, 6, 8, 11, 13, 14, 15, and 20, the second IC recommends the same 

software tool as the first IC, so the two states of the knowledge base should give equally 

accurate results.

For cases numbered 1, 3, 5, 7, 9, 10, 12, 16, 17, 18, and 19 the software tools 

recommended in the first IC are not the same as those recommended in the second IC. 

Therefore, the recommendations given by ICE from the original knowledge base should 

not be the same as from the adjusted knowledge base.

The research hypotheses are:
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HO: Reaching a valid conclusion is independent of which KB was used, the 
original KB or the KB adjusted using RAC and M-ICE.
Hl:The state of the knowledge base (original or adjusted) and the number of 
correct conclusions are not independent.

The results of computing the chi-square for each case are given in Table 6.3.

Conclusions drawn from those cases where both IC sites recommend the same 

software tool are as follows:

Case 2: Fail to reject HO
Case 4: Fail to reject HO
Case 6: Fail to reject HO
Case 8: Fail to reject HO
Case 11: Fail to reject HO 
Case 13: Fail to reject HO 
Case 14: Fail to reject HO 
Case 15: Fail to reject HO 
Case 20: Fail to reject HO

These results are as expected.

Conclusions drawn from the results of those cases in which the IC sites recom­

mended a different set of software resources follow:

Case 1: Reject HO

One user of ICE incorrectly analyzed the case as needing a spreadsheet package to 

handle inventory records. Therefore, ICE produced the wrong recommendation in both 

the original and adjusted knowledge base for that user. In the other five replications of 

that case, the original KB produced the wrong answer, the adjusted KB produced the 

correct answer.

Case 3: Reject HO

Site 1 recommended SQL as its primary tool for this case. Site 2 recommended VM/AS. 

The adjusted ICE KB made the correct recommendation for Site 2 in all six repetitions
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Table 6.3: Chi-square, Measuring the Independence of Correct Recommendations and 

State of KB

Original
KB

Adjusted
irn
IU)

Chi-square
statistic

Case 1: Correct 0 5
Incorrect 6 1 (p < 0.005)

Case 2: Correct 6 6 0
Incorrect 0 0

Case 3: Correct 0 6 12.0
Incorrect 6 0 (p < 0.005)

Case 4: Correct 6 6 0
Incorrect 0 0

Case 5: Correct 3 6 4.0
Incorrect 3 0 (p = 0.046)

Case 6: Correct 5 5 0
Incorrect 1 1

Case 7: Correct 2 4 1.33 *
Incorrect 4 2

Case 8: Correct 6 6 0
Incorrect 0 0

Case 9: Correct 0 2 2.4 *
Incorrect 6 4

Case 10: Correct 0 6 12.0
Incorrect 6 0 (p < 0.005)

Case 11: Correct 4 4 0

Incorrect 2 2
Case 12: Correct 0 5 8.571

Incorrect 6 1 (p < 0.005)
Case 13: Correct 5 6 1.091

Incorrect 1 0
Case 14: Correct 6 6 0

Incorrect 0 0

Case 15: Correct 6 6 0
Incorrect 0 0

Case 16: Correct 1 3 1.5 *
Incorrect 5 3

Case 17: Correct 3 6 4.0
Incorrect 3 0 (p = 0.0466)

Case 18: Correct 0 5 8.571
Incorrect 6 1 (p < 0.005)

Case 19: Correct 0 5 8.571
Incorrect 6 1 (p < 0.005)

Case 20: Correct 5 6 1.091
Incorrect 1 0
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of the case.

Case 5: Reject HO

For this case, Site 1 recommended the use of either Lotus 1-2-3 or Planning Assistant. 

Site 2 recommended the user of either Lores 1-2-3 or Tiny Calc. Therefore, the orginial 

recommendations were judged as being 50% correct, and the adjusted recommendations 

judged as being 100% correct.

Case 7: Fail to reject HO at .05 level 

In this case, the correct recommendations were judged to be Lotus 1-2-3 and Tiny Calc. 

Two of the users incorrectly specified in the dialogue that they did not need a spreadsheet, 

and indicated that they wanted to work in both the PC and mainframe environment. 

Therefore, both the pre- and post-test ICE sessions produced the wrong recommendations. 

Of the other four, ICE produced two correct recommendations from the original KB and 

all four correct for the adjusted KB.

Case 9: Fail to reject HO at 0.05 level 

Case 9 is an example of one time when the software tool added for the adjusted knowledge 

base was not done correctly. Site 2 specified that Graphing- Assistant be recommended 

for situations such as this, but it was recommended as a first choice only twice and as a 

second choice once. The attribute values for this tool must be adjusted again to allow it 

to be chosen by the search algorithm when relevant. Graphing- Assistant was not ever 

recommended in the original KB at Site 1.

Case 10: Reject HO

Site 1 recommended Stoiyboard as its primary tool. Site 2 recommended the ChartMas- 

ter/SignMaster series. The adjusted knowledge base reflected this difference by giving 

the correct answer in all six repetitions of the case.

Case 12: Reject HO

One user emphasized the need to analyze data more strongly than the need to produce
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presentation materials, as stated in the case. Therefore, the wrong package was rec­

ommended for both the original as well as the adjusted knowledge base. For the five

remaining repetitions of this case, the original KB produced no correct recommendations, 

while the adjusted KB produced all five correct

Case 16: Fail to reject HO at 0.05 level 

Analysis of this case reveals that the dialogue should perhaps be changed for one of the 

questions asked of ICE users. Three of the six users responded affirmatively when asked 

if they were using the “Assistant Series” of software, yet nothing in the case indicated 

that they should do so. Much weight was given to this answer, so ICE in both the 

pre- and post- runs recommended a word project package associated with the Assistant 

Series for those three users. The recommendation judged correct by the “expert” was 

DisplayWrite HI with WordProof. In the original knowledge base of ICE, DisplayWrite 

III was recommended for the other three users, but not WordProof. For the adjusted KB, 

the other three users were all given the correct recommendation.

Case 17: Reject HO

The “expert” judged that the correct recommendations were either DisplayWrite in  or 

Professional Editor, either in combination with WordProof spelling checker. For the 

original knowledge base, WordProof was never recommended, so 50% of the answers 

were judged correct. For the adjusted KB, all six recommendations were correct.

Case 18: Reject HO

Site 1 recommended DW-Assistant for this word processing activity. Site 2 suggested 

Writing Assistant with Word Proof spell checker. The adjusted knowledge base gave the 

correct recommendation in five of the six repetitions of the case.

Case 19: Reject HO

One of the users incorrectly indicated in the ICE dialogue that she wanted to use the 

mainframe for this case. Therefore, the recommendation was incorrect in both the pre-
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and post-test runs. Of the other 5 replications, none of the recommendations were judged 

correct for the original version of the ICE knowledge base, while all five were correct 

for the adjusted knowledge base.

6.5 Comparison of ICE Recommendations to Consultants’ Recommendations

When the system was installed at the second corporate site, the twenty cases described 

above were also solved by six consultants from that IC. The consultants were chosen, 

using restricted randomization, by the manager of the information center. Together, their 

skills covered the entire range of software products supported by their information center, 

as three PC and three mainframe consultants were randomly selected. Each consultant 

was given a set of the twenty case studies.

For each case, the consultants were asked to offer the same software recommen­

dations they would make if such a user came to the information center for help. The 

“answers” were compared with the answer given by the “expert” (IC manager). Those 

data are summarized in Table 6.4. Chi-squared tests measured these hypotheses:

H0:Receiving a valid recommendation for software is independent of the 

source of the recommendation.

Hl:Receiving a valid recommendation for software is not independent of the 

source of the recommendation.

The conclusion from these data is to reject the null hypothesis in favor of the 

alternate hypothesis. It appears that ICE gave significantly more correct answers than 

the IC consultants. However, if we look closely at the data, we see that it needs to be 

classified more precisely. The cell values that contribute to the high chi-squared value
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Table 6.4: Overall Number of Recommendations Judged Correct

SOURCE
PC HOST ICE TOTAL
CONSULTANTS CONSULTANTS SYSTEM

Correct 49 23 104 176
Incorrect 11 37 16 64
Total 60 60 120 240
hline Proportion
Correct .8167 .383 .867 .7333
chi-squared = 50.617 df = 2 p < .005

are those from the host consultants. The PC consultants and the ICE system provided 

recommendations judged to be approximately 82% and 87% correct, respectively, but the 

host consultants’ recommendations were only 38% correct.

The next table (Table 6.5) shows the cases categorized by environment: PC or 

Mainframe (MF). Three PC consultants solved 33 PC cases and 27 MF cases. Three MF 

consultants also solved 33 PC cases and 27 MF cases. This table indicates that when 

working within their specialized environments, the consultants do very well. PC consul­

tants and MF consultants differ significantly on their ability to help with PC problems. On 

mainframe problems, MF consultants do only marginally better, and the difference is not 

significant. The PC consultants have some knowledge of mainframe tools, since all have 

their own accounts on the system for communications purposes. The MF consultants, on 

the other hand, rarely work with the personal computing environment.

The percentages of correct solutions from each source (ICE System, PC consultants, 

MF consultants) in each environment (PC and MF) are reported in Table 6.6. Displaying 

the data in this manner shows that ICE gives correct answers fairly consistently in both 

the PC and MF environments. The IC consultants tend to give more correct answers in 

their own specialized environments. This is particularly true of the MF consultants, who 

answered only nine percent of the PC cases correctly. The surprisingly low percentage 

(74 percent) of MF consultants correctly solving MF cases is partially explained by the
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Table 6.5: Number of Correct Recommendations Made by IC Consultants Within Their 

Own Environment of Expertise

CONSULTANTS 
PC MF ALL

PROBLEM TYPE: PROBLEM TYPE: PROBLEM TYPE:
PC MF PC MF PC MF

CORRECT 31 18 3 20 34 38
INCORRECT 2 9 30 7 32 16

33 27 33 27 66 54
chi-squared = 47.91 df = 2 p < .005

fact that the MF consultants are further specialized in supporting just one or two complex 

MF tools, and know less about the broad range of MF tools available.

Table 6.6: Summary Table - Percentage of Correct Recommendations:

PC Cases MF Cases All Cases 
ICE System .8636 .9444 .867
Consultants:
PC .939 .6667 8167
MF .0909 .7407 .383

This does not suggest that ICE can replace IC consultants. ICE cannot give answers 

to specific, complex problems users are having with certain software tools. What ICE 

does do well is to make available the collected knowledge of the various consultants as 

to which software tools are to be suggested for the routine, recurring activities performed 

by the end users.
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6.6 Summary

Studies at the second corporate site at which ICE was installed indicated that the develop­

ment and maintenance tools, RAC and M-ICE, make possible the transport of the knowl­

edge base from one IC location to another without changes to the rule base. A successful 

implementation of ICE was achieved in an environment with time- and location-variant 

knowledge.
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Chapter 7 

CONTRIBUTIONS AND FUTURE RESEARCH

Studies conducted by John Kendrick [1979] indicate that between 1929 and 1978 two of 

the main sources of productivity improvement in the United States were technological 

innovation and improved allocation of resources. Kendrick concluded that the main chal­

lenge to managers was to find means to ensure the most effective use of the knowledge, 

information technology, and human potential available to them. This research responded 

to that challenge by investigating the use of expert systems technology as a support 

mechanism for managers of organizational computing resources. As end users seek to 

improve their productivity, they are demanding increasing access to the computing re­

sources. Expert systems techniques described in this dissertation help to organize and 

store the knowledge about available resources sought by end users.

7.1 Contributions of the Research

The specific contributions of this study were made in two main areas: (1) the design and 

implementation of a structured methodology (RAC and M-ICE) for acquiring knowledge 

about reusable resources so they can be located and matched to appropriate users, and 

(2) the design and implementation of an expert system (ICE) with a flexible architecture 

that can represent both the general core of knowledge applicable to all locations in which
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it is installed, as well as the local core of knowledge specific to each location.

7.1.1 RAC and M-ICE

RAC (Resource Attribute Charts) is the methodology developed to elicit, combine, and 

transfer the expert’s knowledge to the data structures used by the expert system. A 

series of four charts offer assistance to the knowledge engineer by providing a structure 

for interviewing the expert and analyzing the information. The information gathered 

on the charts is entered into the knowledge base using a menu-driven tool called M-ICE 

(Maintenance tool for ICE). M-ICE allows for the creation of the external files that define 

the resources of each IC location. M-ICE was used successfully by IC consultants to 

create location-specific knowledge bases.

7.1.2 ICE: Flexible Architecture

The flexible design of ICE’s architecture ensures that the knowledge base can be easily 

transported to sites with differing resource sets, and once installed, can be maintained 

without the need of a knowledge engineer. The design claim of a flexible architecture 

was examined in an experiment in which the system was transported from one IC site 

to another. The outcome of the experiment supports the claim that the data structures 

designed to represent the users, problems, and resources allow for the matching process 

to take place in a dynamic environment. Whereas in the past, expert systems have not 

been flexible enough to be updated quickly and easily, ICE overcomes the formidable 

update problem of knowledge-based management [Feigenbaum and McCorduck 1984, p. 

84].
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7.1.3 General Contributions

The purpose of ICE is to support the crucial activities involved in the control and man­

agement of EUC resources. In this study, the Information Center was the organizational 

structure assigned to end user support. Five major responsibilities of information centers 

were identified by the personnel of the sites into which ICE was installed: (1) consultation 

with end users, (2) policy formulation and enforcement (3) tracking of users, (4) target 

marketing of IC resources to users, and (5) training. ICE currently provides support for 

four of these areas.

7.1.3.1 Consultation 'With End Users

The major contribution made by ICE in supporting the activities of the IC is its consulting 

function. Evidence supporting this claim has been provided in Chapters 5 and 6. ICE is 

not meant to replace the IC personnel, but rather to relieve the consultants from dealing 

with the more simple, common, and repetitive requests. The users can, through dialogue 

with ICE, determine a possible set of software to meet their needs. This list can then be 

brought to the consultant for further information and advice, or the users can try out the 

software to determine which best fits their requirements.

7.1.3.2 Policy Formulation and Enforcement

As the knowledge base of software tools is built in each IC site, it will necessarily mirror 

the current corporate policies and recommendations for software resources. As the system 

accumulates user histories, needs, preferences, and experiences with the software tools 

available, and as the library of corporate components catalogued by the system is modified 

by the elimination of some software packages, the modification of others, and the addition 

of new tools, the sum of that information will itself suggest-perhaps even require-changes
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in corporate policy, advice, and recommendations about the 1C resources.

What began as an enforcer of corporate preferences and capabilities in supporting 

certain software resources, will migrate to the role of participant in shaping corporate 

direction. The possibility of this influence should be the subject of further investigation.

7.1.3.3 TVacking of Users

The ICE system is being used in one of the IC sites to collect some of the data necessary 

in building profiles of end user capabilities and needs within the corporation. At the end 

of each consultation session, ICE stores in an external file the user’s name, phone number, 

and software recommendation received. IC consultants regularly review these files and 

c ontact the users to follow up on user needs and satisfaction. Those consultations that 

resulted in no recommendation being made because of a lack of appropriate software 

receive immediate attention. Users are contacted either personally or by computer mail 

to get further information so that their needs can be met.

Further research in this area of tracking includes implementing an automatic record 

keeping facility of all users who rely on certain software packages, so that when new 

releases are obtained, or information comes out concerning those packages, the users can 

receive immediate notification.

7.1.3.4 Target Marketing of IC Resources to Users

The most successful ICs have been able to identify key end users who develop systems 

that provide large company payoffs, and have concentrated on helping them choose 

application approaches, database access, or have provided necessary training to them. 

Through the tracking capabilities described above, ICE could provide information that 

would help ICs to differentiate their user population, providing some services to all, and
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specialized services to certain populations.

7.2 Future Research Ideas

In its current implementation, ICE is limited to only two kinds of resource recommen­

dations: software tools, and/or information about consultants who have expertise in their 

problem areas. A much more varied and sophisticated role is envisioned for the ICE 

system. Much can be done to enhance its capabilities, and its architecture can be applied 

to other resource management issues. Examples of enhancements and further applications 

are now given.

7.2.1 Training

ICE currently supports the consulting function of IC personnel. But just as IC staff 

must provide multiple services to end users, other dimensions can be added to ICE to 

increase its support of IC responsibilities. In addition to recommending software tools, 

ICE could maintain a schedule of classes or workshops for these tools, and offer on-line 

information or enrollment to the interested user. A fully developed ICE system will 

surely include, as part of the interface with users, a demonstration of the capabilities of 

the tools recommended, or even an on-line instruction session for the selected software.

7.2.2 ICE as a Decision Support Tool for Software Purchasing

ICE can also be used by the IC consultant to help make software purchasing decisions. 

When new software packages or descriptions arrive for evaluation in the IC, the consultant 

can enter a consultation with ICE, fitting the attributes of the typical user to those of the 

new tool. If software already in the system meets those needs, it is possible that the new
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tool is not needed; at very least, a comparative evaluation should be made. Consultants 

also should study those stoned consultations of users for which no software package could 

be recommended to the user. If that user’s need can be verified as one that should be 

met, the consultant can search for the necessary software to add to the resources of the 

Information Center. Research documenting this use of ICE needs to be undertaken in the 

future.

7.2.3 Further Enhancements for the Maintenance Tools

Much can be done (1) to increase the ease with which the IC consultant interacts with 

the M-ICE tool for maintaining the knowledge base, and (2) to enhance the versatility 

of ICE in offering different categories of software depending on the nature of the user 

population.

Enhancement of M-ICE. In its current form, the maintenance tool M-ICE is a 

forms-driven utility where the IC consultant “fills in the blank” to enter attribute values 

for software. The process requires the IC consultant to be familiar with what has previ­

ously been entered, so that new software can be defined relative to previous definition. 

Future research should include rewriting into a rule-based “intelligent” tool that assigns 

values to software attributes based on dialogue with the IC consultant. This would in­

volve automating the Resource Attribute Charts, and making them a part of M-ICE. This 

dialogue would allow for comparison of the new tool with software previously entered 

into the knowledge base. Based on the relative placement of the new tool, attribute 

values would be automatically assigned, and ratings of existing tools would be adjusted 

as necessary. Making M-ICE into a small expert system would allow for new software 

tools to be defined relative to the existing tools without the IC consultant having to pay 

attention to the exact attribute values of previous tools.
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Versatility. The current version of ICE divides the categories of software resources 

into seven categories. A change in those categories, or a change in the attributes used 

to define software tools, requires the services of a knowledge engineer in making the 

necessary changes to the dialogue and the rule base. Future versions of the maintenance 

utility M-ICE should generate a report detailing the exact changes that need to be made 

in the ICE dialogue and rules by the knowledge engineer to accommodate new categories 

of software or new attributes defining that software.

7.2.4 Applications of ICE Architecture to Other Environments

The immediate applications of the flexible architecture of the ICE model to problems 

of resource identification and selection are enormous. The generality and adequacy of 

the knowledge representation and structure, and the knowledge elicitation methodology, 

must be examined in domains beyond the Information Center.

An executive information officer from a major computer company who saw the ICE 

system has proposed adapting the architecture design to aid in the process of preparing 

Request for Proposals (RFPs) for customer orders. The RFP contains definable sections, 

many of which could be reused. Relevant sections could be analyzed using the Resource 

Attribute Charts to determine important attributes by which to locate and access previous 

documentation that could be reused. ICE could then offer dialogue to the RFP writer 

that would identify needs for the current proposal. ICE would identify past proposals 

that might be searched for relevant modules.

An information systems administrator from the Army is exploring the possibility 

of using the ICE architecture for managing reusable code modules. ICE would have to 

capture not only the syntax of the code, but also the semantics and the coupling between 

modules. Research needs to be done to apply the ICE architecture to a heterogeneous 

library of codes and high level requirements of programs.
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73  Summary

The viability of a rule-based consultation system as a mechanism for bringing together 

knowledge about users, problems, and resources for the purpose of effective resource 

management has been demonstrated within the context of the Information Center. ICE’s 

flexibility and transportability to sites with different sets of resources has been exam­

ined, and those claims substantiated. The desired outcome is an improved approach to 

formalizing and managing knowledge for an information center. It is possible that the 

architecture used for ICE could facilitate the assignment of resources to users in other 

problem environments as well.
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Appendix A 

MATCHING PROFILE ATTRIBUTES

1. SOFTWARE CATEGORY ATTRIBUTES

Definition: Determines the main category in which the user needs software.

- DM_MANAGE: data management software: data base, file management, 

queries, or reports.

- DA_ANALYZE_DATA: data analysis, array manipulation, or mathematical 

manipulation of data.

- PG.GRAPHICS: software that will produce graphics.

- D.DOCUMENTS: software is in preparing, proofreading, and/or searching for 

documents, such as letters, memos, reports, or other written communication.

- PM_PROJECT_MGT: software that will facilitate project management activ­

ities.

- LLUTlLrTIES: utility aids, such as file and directory management, disk man­

agement, or productivity tools.

2. DATA MANAGEMENT ATTRIBUTES 

Definition: data base, file management, queries, reports

- DM-GRAPHICS-DATA: Interfaces to other graphics tools.
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- DMLCHARTS: Produces charts from the data: bar/ column/ line/ pie, etc.

- DM_EASE_OF_QUERY: Language provides ease of query into data base.

- DM_SHARABILITY: More than one user can access and update the data.

- DM.RESPONSE: High values represent fast response times, low values rep­

resent slow response time.

- DM_VIEW_DATA: Built-in facility to view data already stored in the com­

puter.

- DM -SECURITY: Built-in security for data access protection.

- DM_COMPUTATION: Facility for calculation of data.

- DM_SIMPLE_REPORT: Facility for production of simple reports.

- DM_REPORTXOMPLEXITY: Facility for production of more complex re­

ports, with such options as printed charts.

- DM_DATA_SUMMARY: Facility to print summaries of the data, as well as 

the original data.

- DM-TABLES: Facility to arrange data in tabular format for display.

- DM-SMALL: Facility to handle less than 1000 records.

- DM-MEDIUM: Facility for between 1000-3000 records.

- DMJLARGE: Facility for large quantities of data: over 3000 records.

3. DATA ANALYSIS ATTRIBUTES

Definition: statistics, spreadsheets, number crunching or other mathematical ma­

nipulation, reports from data, graphical representation of data

- DA-STATTSTTCS: Facility for performing statistical analyses on data.

- DA_SIMPLE_STAT: Facility to facilitate simple analyses of statistical data, 

such as averages, means, standard deviations.
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- DA_ADVANCED_STAT: Facility for advanced analyses of statistical data, 

such as Chi-square test, t-test, canonical correlation, principal components, 

etc.

- DA-SPREADSHEETS: Spreadsheet facility.

- DA.MACRO: Facility that allows creation of macros.

- DA-DATA-MODELING: Facilities for data modeling, such as curve fitting, 

time series analysis, correlation, etc.

- DA_QUALITY_CONTROL: Facility to analyze data for quality control, defect 

analysis.

- DA-GRAPHS: Facility to produce scientific/mathematical graphs from the 

analyzed data.

- DA-CHARTS: Facility for production of pie, vertical and horizontal bar, star 

charts etc., from the analyzed data.

- DA-REPORTS: Facility for production of reports.

- DA_FORECASTING: Facility in forecasting: time series, exponential smooth­

ing, autocorrelation.

- DA JTNANCIAL-ANALYSIS: Facility for performance of financial analyses, 

such as return on investment, compound interest, capital budgeting, etc.

4. GRAPHICS ATTRIBUTES

Definition: presentation graphics, business graphics, graphics for design, flowchart­

ing, on-line graphics

- PGJDRAWING: Facility for ’’free hand” drawing.

- PG.SYMBOLS: Facility that provides a library of graphic symbols.

- PG-MECHANICALJDESIGN: Facility for mechanical design.

- PGJFACILITY-DESIGN: Facility for design of floor layout, electrical wiring, 

etc., as related to facility engineering.
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- PG.TEXT: Facility to produce text presentation materials.

- PG.CHARTS: Facility to produce charts: pie, bar, etc.

- PG-SCDEN'l'lFlC.GRAPHS: Facility to produce scientific graphics, such as 

wave charts.

- PG.FLOWCHARTS: Facility to produce flowcharts.

- PG.PAPER: Facility to produce graphics on a paper output form.

- PG.ONLINE: Facility to prepare presentation of online/unattended, CRT screen.

- PG.FONTS: Selection of different font styles.

- PG-CHARACTER.SIZE: Selection of different character sizes.

- PG.COLOR: Facility that supports the production of graphics in different 

colors.

- PG .INTERFACE: Interface with other common graphics products.

5. DOCUMENT PREPARATION ATTRIBUTES 

Definition: text editors, text processors

- D.TOC: Facility for production of table of contents.

- DJNDEX: Facility for production of index.

- D-SUB.SUPERSCRIPT: Facility for production of subscripts and superscripts.

- D.COLUMN: Facility for column-processing.

- D.FOOTNOTES: Facility for production of footnotes.

- D.SPELLER: Spell checker.

- D.OUTLINE: Facility for automatic outlining.

- D-MATH: Facility for insertion of simple mathematical symbols into the text.

- D.MERGE: Facility for merging of files.
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- D.MACRO: Facility for user-defined keys or functions, for the purpose of 

repetitive text processing.

- D.FONTS: Different font styles.

- D-COLOR: Color printing.

- D-ASSISTANT: Tool part of the Assistant Series for data integration.

- D.GRAPHICS: Facility for imbedding graphics into the text.

6. PROJECT MANAGEMENT ATTRIBUTES

Definition: tracking, resource leveling, reports tasks or less.

- PM-MEDIUM: Facilitates management of projects with 50 - 200 tasks.

- PMJLARGE: Facilitates management of projects with over 200 tasks.

- PM-GRAPHICS: Facility for production of cost graphs, PERT charts, Gantt 

charts, etc.

- PMJREPORT: Facility for production of reports -  higher values indicate ca­

pability for more complex reports.

- PM.MULTIPLE: Facility to process multiple subprojects at the same time.

- PM-RISK-ANALYSIS: Facility to do risk analysis on the project plan.

- PM-TRACKING: Facility for project control activities: the capability to com­

pare planned numbers versus actual numbers, etc.

- PM_RESOURCE_LEVELING: Facility to help equalize distribution of re­

sources.

- PM-RESOURCE-ALLOC: Facility to allocate resources automatically, based 

upon resource availability.

- PM.TYPE: High rating means tool that supports many different types of 

resources.

- PM.NUMBER: Facility handles large total number of resources.
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- PM.CALENDAR: Facility to support user-defined calendar.

- PM.CPM: Facility for Critical Path Method.

- PM_PERT: Facility for PERT methodology: slack time analysis, probabilistic 

analysis.

- PM_COST: Facility for cost analysis on projects.

7. UTILITIES AND PRODUCTIVITY TOOLS ATTRIBUTES

Definition: mail, individual time management, calendars, memos, calculators, data 

transfer, pc disk utilities, host communication

- UJDIR.FILE: Facility is provided for directory or file management.

- U-DISK: Facility is provided for disk management functions, such as hard 

disk backup, recapturing erased files, etc.

- U-PRODUCT!VIT Y: Facility provided in such areas as printer support, key­

board lock, or other productivity tools.

8. COMMON SET ATTRIBUTES

- E_BEGINNENG: Software is simple to learn and to use.

- EJNTERMEDIATE: Software is for user who indicates knowledge of com­

mon functions of the computer environment, and has had some previous 

experience working with computer applications.

- E.ADVANCED: Software for user who is highly proficient with computers.

- CMJBATCH: Software will run applications in batch mode.

- CM.ONLINE: Software will run online applications.

- CM_VM: Tool for the VM host environment.

- CM.MVS: Tool for the VM host environment.
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- CM-PCDISK: Tool for the PC.

- CM_AS: Data is stored as an AS dataset.

- CM_DB2: Previous use of DB2.

- CM_SAS: Data is stored as a SAS dataset

- CM_SQL: Previous use of SQL.

- CM_DISK: Data stored on A-disk.

- CM_BARCODE: Information can be input using barcode reader.

- CM_CARDS: Information can be input using cards reader.

- CMJKEYBOARD: Information can be input using keyboard.

- CM.OPTICAL: Information can be input using optical devices.

- CM_PAGE_READER:Information can be input using page-reader.

- CM-TAPE: Information can be input using tape device.
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Appendix B 

SAMPLE M-ICE REPORTS
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ATTRIBUTE REPORT p a g e  1

0 2 /2 2 /8 7  — 23>41>53

1 -  BEGINNING — ( 5 .0 0 )

Software I s  c la s s i f i e d  as sim ple to  learn  and u se . U sers unfam iliar  w ith  
computer hardware, or th ose  who ra re ly  use the computer, w i l l  B t l l l  be able  
to  use t h is  w ith  l i t t l e  learn in g  tim e or fr u s tr a t io n .

2 -  INTERMEDIATE — ( 5 .0 0 )

Software i s  recommended by the user w ith  Interm ediate le v e l  s k i l l —one who i s  
fa m ilia r  w ith computer hardware and u sers  the computer reg u la r ly  to  perform  
job .

3 -  ADVANCED — ( S .00)

Software i s  recommended fo r  u ser who i s  h ig h ly  p r o f ic ie n t  w ith computers 
and who i s  dependent on th e  computer to  perform h is /h e r  job . Programming 
experience o fte n  n ecessary  to  u t i l i z e  the softw are.

4 -  BATCH_MODE — ( 1 .0 0 )

Software a llow s fo r  programs to  be run In batch mode.

5 -  ONLINE — ( 1 .0 0 )

Software a llow s fo r  o n lin e  mode only; no batch mode.

6 -  VM — (1 0 .0 0 )

Software i s  supported by the h o st , VM.

7 -  MVS — (1 0 .0 0 )

Software i s  supported on the h o s t , MVS.

8 -  PCDOS — (1 0 .0 0 )

T his softw are l e  fo r  PCs.

9 -  AS — ( 1 .0 0 )

The softw are in te r fa c e s  w ith  VM/AS (A p p lication  SyBtem).
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ATTRIBUTE REPORT page 2

0 2 /22 /87  — 2 3 t41 i 58

10 -  DB2 — ( 1 .00 )

The softw are in te r fa c e s  w ith  0B2..

11 -  SAS - -  ( 1 .00)

The softw are In te r fa c e s  w ith  SAS.

12 -  SQL — ( 1 .00 )

The softw are in te r fa c e s  w ith  SQL.

13 -  A_DISK — ( 1 .0 0 )

The software can access data that is stored on the UBer's "A" disk.

14 -  BARCODE_READER — ( 1 .00)

Software a ccep ts data entered  w ith  a barcode_reader.

15 -  COMPUTER_CARDS — ( 1 .00 )

Data stored  on computer cards w i l l  be read by t h is  softw are.

16 -  KEYBOARD - -  ( 1 .0 0 )

Software a ccep ts data en tered  from the keyboard.

17 -  OPTICAL_READER — ( 1 .00 )

Software accep ts data input from an o p t ic a l reader.

18 -  PAGE.READER — ( 1 .00)

Software a ccep ts data input from a page reader.

19 - TAPE — ( 1 .00 )

Software accep ts data input from a tape.
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ATTRIBUTE REPORT p ag e  3

0 2 /22 /87  — 23i 42 i02

20 -  DM_MANACE_DATA — (1 0 .00 )

Software la  c la s s i f i e d  as a data management to o ls  data b ase, f i l e  management 
q u er ie s , rep o rts .

21 -  DI1_CRAPIIICS — ( 1 .00)

Software has c a p a b ility  to  in te r fa c e  to  other graph ics to o ls .

22 -  DM_CHARTS — ( 5 .00)

Data can be used to  produce ch artss b a r /c o lu m n /lin e /p ie , e tc .

23 -  DM_DATAL.QUERIES — ( 1 .00)

Software p rovides an easy-to -q u ery  language.

24 -  DIt.SHARABIt.ITY — ( 5 .00)

Software a llow s more than one u ser  to  a ccess  and update the data.

25 -  DK_RESP0NSE — ( 1 .00)

The o n lin e  response time o f  a queryi high va lu es msan f a s t  response tim e, (7 -  
1 0 ), w h ile  low v a lu es  (3 -5 ) mean slow er response tim e.

26 -  DM_VIEW_DATA — ( .5 .0 0 )

Software co n ta in s b u i l t - in  f a c i l i t y  to  view data a lready stored  in  the  
computer.

27 -  DM_SECURITY — ( 1 .00)

Software prov id es b u i l t - in  data a ccess  p r o te c tio n .

28 -  DM_C0MPUTATI0H — ( 3 .0 0 )

F a c i l i t y  fo r  c a lc u la t io n  i s  embedded in to  t h is  data management to o l .

29 -  DM_EASY_REPORT — ( 1 .00)

Software p rovid es f a c i l i t i e s  for  sim ple u ser -d e fin ed  rep ort format.
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ATTRIBUTE REPORT p ag e  4

0 2 /2 2 /8 7  — 2 3 i 4 2 i 06

No complex form atting can be done.

30 -  DM_COMPLEX„RPTS — ( 4 .0 0 )

Software o ffe r e  c a p a b i l i t ie s  fo r  more complex form atting o f  rep o rts , w ith  
such o p tio n s as p r in ted  ch arts and/or grap h ics.

31 -  DM_DATA_SUMMARY — ( 1 .00)

Software has c a p a b ility  to  p r in t  summaries o f th e  data as w e ll as the o r ig in a l  
data .

32 -  DM_TABLES — ( 1 .00)

Software has the c a p a b ility  to  arrange data in  tab u lar format fo r  d isp la y .

33 -  DMLSMALL - -  ( 5 .0 0 )

This softw are to o l  i s  recommended when th ere  are l e s s  than 1000 records to  
manage.

34 -  DM_MEDIUM — ( 5 .00)

This data management softw are handles 3000 records or l e s s .

35 -  DM.LARCE — ( 5 .0 0 )

The database to o l i s  capable o f  handling large  q u a n tit ie s  o f  data , to  be 
shared among many u se r s . (LARGE i s  d efin ed  as anything in  ex cess  o f  3000 
record s.

36 -  PM_PR0JECT_MGMT — (10 .00)

The main fu n ction  o f  t h is  softw are i s  to  provide support fo r  p r o je c t  
management a c t i v i t i e s .  !

37 -  PM_SMAtiI, — { 7 .00)

Software recommended for  50 ta sk s  or I bbb.

38 -  PM_MEDIUM — ( 7 .0 0 )
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ATTRIBUTE REPORT p ag e  5

02 /2 2 /8 7  — 23«42«10

Software rocommendod for  between 50 and 200 ta sk s .

39 -  FM_LARGE — ( 7 .0 0 )

Software recommended when number o f  taeke to  manage le  over 200 in  number.

40 -  PM_CRAPHICS — ( 5 .0 0 )

Software provldea graphics c a p a b i l i t ie s  to  produce such th in g s bb c o s t  graphs, 
PERT ch a r ts , or Cantt ch a rts .

41 -  PM_REP0RT — ( 1 .00)

Complexity o f  hardcopy rep orts produced! R ating o f  7-10 means th a t many 
fu n ctio n s are provided, ra tin g  o f  3 -5  In d ica te s  sim ple rep o rts , 0 in d ic a te s  
no rep o rts .

42 -  PM_MULTIPr,E — ( 1 .00 )

Software can p rocess m u ltip le  su b p r o je c ts /p r o je c ts .

43 -  PM_RISK — ( 1 .00)

Software p rovides f a c i l i t y  to  do r is k  a n a ly s is  on the p r o je c t p lan .

44 -  PM_TRACKINC — ( 1 .00)

Software has c a p a b ility  to  perform p r o je c t  co n tro l;  th a t I s ,  
planned numbers versus actu a l numbers

to  compare

45 -  PM_LEVELIHG — ( 1 .00)

Software has c a p a b ility  to  perform resource le v e lin g .

4S -  EM_At.LOCATE — ( 1 .0 0 )

Software has c a p a b ility  to  a l lo c a te  resources au tom atica lly , 
resource a v a i la b i l i t y .

based upon

47 -  PM_TYPE — ( 1 .00)

High ra tin g  here means th a t  the softw are supports many d if fe r e n t  types o f
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reso u rces. how ra tin g  means th a t the softw are supports only a sm all number 
o f  resource typ es.

48 -  PM_NUMBER - -  { 1 .00)

High r a tin g  means th a t the softw are can handle a large t o t a l  number o f  
resou rces.

49 -  PM_CALENDAR — ( 1 .00)

Software has c a p a b ility  to  support u ser -d efin ed  calendar.

50 -  PM_CPM — ( 1 .00)

Software o f fe r s  c a p a b ility  f a c i l i t i e s  to  do C r it ic a l  Path Method.

51 -  PM_PERT - -  ( 1 .00)

Software supports the PERT p ro jec t management methodology; i . e . ,  supports 
s la ck  tim e a n a ly s is , p r o b a b il is t ic  a n a ly s is  o f  p ro jec t schedule, e tc .

52 -  PM_C0ST — ( 1 .00)

Software has c a p a b ility  to  perform c o s t  a n a ly s is .

53 -  DA_ANALYZE_DATA — (10 .00 )

T o o l's  main fu n ction  i s  for data a n a ly s is , array m anipulation, or mathematical 
m anipulation.

54 -  DA_STATISTICS — ( 8 .0 0 )

Tool i s  m ainly fo r  performing s t a t i s t i c a l  an a ly ses .

55 -  DA_SIMPLE_STAT — ( 7 .0 0 )

Software w i l l  f a c i l i t a t e  sim ple an a lyses o f  s t a t i s t i c a l  data, such as 
averages, means, standard d ev ia tio n s , lin e a r  reg ressio n , e tc .

56 -  DA_ADVANCE_STAT — ( 8 .0 0 )
4

Software w i l l  f a c i l i t a t e  advanced an a lyses o f  s t a t i s t i c a l  data, such as
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Chi-square t e a t ,  t - t e s t ,  z - t e s t ,  canonical c o r r e la tio n , trend a n a ly s is ,  
tim e e e r ie e  fo r e c a stin g , d iscrim inant a n a ly s is , e tc .

57 -  DA_SPREADSHEET — (10 .00)

Spreadsheet f a c i l i t y  ia  provided by t h is  softw are. Rating based on q u a lity  
o f the spreadsheet In terms o f  o ffe r in g  many d if fe r e n t  c a p a b il i t ie s .

58 -  DA_MACRO — ( 5 .0 0 )

Software a llow s crea tio n  o f  macros by the u ser .

59 - DA_DATA_MODSL — ( 1 .0 0 )

Software f a c i l i t a t e s  data m odeling, such as curve f i t t i n g ,  time s e r ie s  
a n a ly s is , c o r r e la t io n  e tc .

60 -  DA_QUAl.lTY_CONT — ( 1 .00)

Software has c a p a b ility  to  analyze data fo r  q u a lity  c o n tr o l/d e fe c t  a n a ly s is .

61 -  DA.CRAFHS - -  ( 5 .00)

Software haa c a p a b ility  to  produce sc ien tif ic /m a th em a tica l graphs from the  
analyzed data .

62 -  DA_CHARTS — ( 5 .00)

Software has the c a p a b ility  to  produce ch arts from the analyzed data, such as 
p ie , s ta r , v e r t ic a l  or h o r izo n ta l bar ch a rts , data p lo ts .

63 -  DA_REPORTS — ( 5 .0 0 )

C ap ab ility  to  produce rep orts. Rating based on q u a l i t y / f l e x ib i l i t y  in  
d efin in g  user formats for  rep o rts . High ra tin g  (8 -10) In d ica tes high  
q u a lity , low (3 -5 ) in d ic a te s  few reporting  c a p a b i l i t ie s ,  0 in d ic a te s  th a t  
no rep orts can be produced.

64 -  DA_F0RECASTINC — ( 1 .00)

Software f a c i l i t a t e s  fo r e c a stin g , such as time s e r ie s ,  exponentia l smoothing, 
a u to co rre la tio n .
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65 -  DA_FINANCIAI. — ( 1 .00)

Software has c a p a b ility  to  perform f in a n c ia l an a ly ses , ouch ae return on 
investm ent, compound in te r e s t ,  c a p ita l  a s s e t s ,  market fo r e c a st in g , c o s t in g ,  
tax  a n a ly ses , e t c .

66 -  D_DOCUMENTS — (10 .00)

Softw are's main fu n ction s are in  preparing, proofreading, and searching for  
documents such as l e t t e r s ,  memos, or other formal documents.

67 -  D_TOC — ( 1 .00)

Software provides f a c i l i t y  for  production o f  ta b le  o f con ten ts.

68 -  D_IMDEX — ( 1 .0 0 )

Software p rovides f a c i l i t y  fo r  production o f  index.

69 -  D_SUB_SUPER — ( 1 .00 )

Software provides f a c i l i t y  fo r  production o f  su b scr ip ts  and su p erscr ip ts .

70 -  D_C0LUMN - -  ( 1 .00)

Software a llow s fo r  colum n-proceBslng.

71 -  D_P00TN0TES — ( 1 .00)

Software has f a c i l i t y  fo r  production o f  fo o tn o te s .

72 -  D_SPELLER — ( 1 .00)

Software has s p e l l  checking f a c i l i t i e s .

73 -  D_0UTLINE — ( 1 .0 0 )

Software has f a c i l i t y  fo r  autom atic o u t lin in g .
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74 -  D_MATH — ( 1 .00)

Simple m athematical eymbola are a v a ila b le  Cor In se r tio n  in to  the t e x t .

75 -  D_MERGE — ( 1 .00)

C a p a b ility  la  provided to  e a s i ly  merge f l i e s .

76 -  D_MACRO — ( 1 .0 0 )

C a p a b ility  for uBer-defined keys or functions for the purpose o f repetitive 
text processing.

77 -  D_FONTS — ( 5 .0 0 )

Tool o f f e r s  d if f e r e n t  fo n t s t y le s  fo r  p r in tin g .

78 -  D_COLOR — ( 1 .00)

Tool p rovid es f a c i l i t y  fo r  co io r  p r in tin g .

79 -  D_ASSISTANT — ( 7 .00)

Software i s  p art o f  the A ss is ta n t SerieB , and thus can be In tegrated  with  
graphics and spreadsheet data from other A ss is ta n t packages.

80 -  D_GRAPHICS — ( 4 .00 )

F a c i l i t i e s  fo r  Imbedding graphics Into  the te x t  are provided.

81 -  PGJ3RAPHICS — (10 .00)

The main fu n ction s provided by t h is  softw are are fo r  the production o f  
g rap h ics.

82 -  PC_DRAWIHG — ( 8 .0 0 )

Tool a llow s fo r  "free hand" drawing,

83 -  PG_SYMBOLS — ( 8 .00 )
S

Tool p rovid es a lib r a r y  o f  graphic symbols.
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84 -  PG_MECHANICS — ( 9 .0 0 )

Tool provides mechanical design  f a c i l i t i e s .

85 -  PC_FACILITY — ( 9 .0 0 )

Tool provides f a c i l i t i e s  to  d esign  f lo o r  layou t, e le c t r ic a l  w iring , e tc ;  as 
r e la te d  to  f a c i l i t y  engineering

86 -  PC_TEXT — ( 8 .00 )

P resen ta tio n  m ateria ls  can be prepared In tex tu a l format on ly .

87 -  PO_CHARTS - -  ( 8 .0 0 )

Tool I s  good fo r  preparation o f ch a rts , such as p ie  ch arts, bar ch a rts , e tc .

88 -  PC_SCIENTIFIC — ( 1 .00)

S c ie n t i f i c  graphics can be produced w ith t h i s  to o l ,  such as wave ch a rts .

89 -  FG_FLOWCHART — ( 1 .00)

Software f a c i l i t a t e s  the production o f  flow ch arts.

90 -  PGJPAPER — ( 1 .00)

Software supports the production o f  graph ics fo r  paper output.

91 -  PG_ONLINE — ( 8 .00)

O nline/unattended p resen ta tion  on a CRT screen  i s  accommodated by t h is  
softw are.

92 -  PO_FONTS — ( 5 .0 0 )

Tool p rovides s e le c t io n  o f d if fe r e n t  fo n t s t y le s .

93 -  PO_CHARACTER ( 5 .0 0 )
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Tool provides ch o ices  o f  d if fe r e n t  character s iz e s .

94 -  PG_CO£jOR — ( 1 .00)

Tool supports the production o f  graphics in  d if fe r e n t  c o lo r s .

95 -  PC_INTERFACF, — ( 1 .00)

Tool In te r fa c e s  with other common graphics products.

96 -  U_UTILITIES — (10 .00)

Software f a l l s  in to  the general category o f  u t i l i t y  a id s , such as f i l e  and 
d irec to ry  management, d isk  management, p ro d u ctiv ity  a id s for  menu and 
p r in te r s .

97 -  UJDIR_FILE — ( 1 .00)

Software i s  ca tegor ized  as a u t i l i t y  aid th a t f a l l s  in to  the category  o f  
d irec to ry  or f i l e  management.

98 -  U_DISK — ( 1 .00)

Software i s  a u t i l i t y  a id  th at performs d isk  management fu n ctio n s, such as 
hard d isk  backup, recapturing erased  f l le B , c le a r s  f i l e s  from a d isk , e tc .

99 -  U_PKODUCTIVITY — ( 1 .00)

Software i s  a u t i l i t y  a id  th a t does not f i t  in to  the category i s  f i l e /d i s k  
management, but performs some other task which enhances p ro d u ctiv ity , such 
as p r in ter  support or output enhancement.
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1 1 1 -1 1 1 1

2 2 2 - 2 2 2 2

333-3333
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555-5555
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1 -  D1 — PERSONAL EDITOR

IBM PC Personal E ditor i s  a h igh  perform ance/ f u l l  screen e d ito r .fo r  any 
d esired  te x t  f i l e :  memos, l e t t e r s ,  documents, program f i l e s ,  e tc !  I t  i s  
very f a s t ,  s c r o ll in g  alm ost in s ta n t ly  and searching and changing t e x t  in  
seconds. Personal E d itors p rovid es f u l l  support fo r  in se r t in g , d e le t in g ,  
moving, and copying t e x t .  I t  a llow s fo r  r e d e f in it io n  o f  the keyboard.
Up to  20 f i l e s  a t  be ed ited  a t  one time in  memory, and i t  can e d it  f i l e s  
la rg er  than the memory s iz e .  I t  i s  an extrem ely powerful e d ito r  fo r  the PC. 
Any u ser o f  Personal E ditor should a lso  use Word Proof I I ,  a package th a t  
does s p e ll in g  and synonym checks on 125,000 words.

CONSULTANT #1: 1 , CONSULTANT tt2:

BEGINNING 5.00) i 8 .0 0
ADVANCED 5 .00) : 10 .00
ONLINE 1.00) : 10.00
MVS 10.00) : 0 .0 0
AS 1.00) : 0 .0 0
SAS 1.00) : 0 .0 0
A_DISK 1.00) : 0 .0 0
COMPUTER_CARDS 1.00) : 0 .0 0
OPTICAL_READER 1.00) : 0 .0 0
TAPE 1.00) : 0 .0 0
DM_GRAPHICS 1.00) : 0 .0 0
DM_DATA_QUERIES 1.00) t 0 .0 0
DM_RESPONSE 1.00) : 0 .0 0
DM_SECURITY 1.00) i 0 .0 0
DM_EASY_REP0RT 1.00) i 0 .0 0
DM_DATA_SUMMARY 1.00) : 0 .0 0
DM.SMALL 5.00) i 0 .0 0
DM_LARGE 5.00) i 0 .0 0
PM_SMALL 7.00) : 0 .0 0
PM.LAROE 7.00) : 0 .0 0
PM_REP0RT 1.00) t 0 .0 0
rM_RISK 1.00) : 0 .0 0
PM.LEVELINO 1.00) : 0 .0 0
PM_TYPE 1.00) : 0 .0 0
PM_CALENDAR 1.00) : 0 .0 0
FM_PERT 1.00) : 0 .0 0
DA_ANALYZE_DATA 10.00) i 0 .0 0
DA_SIMPLE_STAT 7.00) : 0 .0 0
DA_SPREADSHEET 10.00) : 0 .0 0
DA_DATA_MODEL 1.00) t 0 .0 0
DA.CRAPHS 5.00) : 0 .0 0
DA_REPORTS 5.00) t 0 .0 0
DA.FINANCIAL 1.00) i 0 .00
D_TOC 1.00) i 0 .0 0
D_SUB_SUPER 1.00) i 0 .0 0
D_F00TN0TES 1.00) : 0 .0 0
D_OUTLINE 1.00) : 0 .00

INTERMEDIATE 5.0 0 ) : 10.00
BATCH_MODE 1.00) i 0 .0 0
VM 10.00) : 0 .0 0
FCDOS 10.00) : 10 .00
DB2 1.00 ) : 0 .0 0
SQL 1.00 ) t 0 .0 0
BARCODE.READER 1.00) i 0 .0 0
KEYBOARD 1.00) « 1 0 .0 0
PAGEREADER 1.00) s 0 .0 0
DM_MANAGE_DATA 10.00) i 0 .0 0
DM.CHARTS 5.0 0 ) l 0 .0 0
DM_SHARABILITY 5.0 0 ) » 0 .0 0
DM_VIEW_DATA 5.0 0 ) i 0 .00
DM_C0MPUTATI0N 3 .0 0 ) I 0 .0 0
DM_COMPLEX_RPTS 4 .0 0 ) i 0 .0 0
DM.TABLES 1.00) I 0 .0 0
DM_MEDIUM 5.0 0 ) : 0 .00
PM_PROJECT_MGMT 10.00) : 0 .0 0
PM_MEDIUM 7.0 0 ) : 0 .00
PM_GRAPIIICS 5 .0 0 ) : 0 .00
PM_MULTIPLE 1.00) : 0 .0 0
PM_TRACKING 1.00) : 0 .00
PM.ALLOCATE 1.00) : 0 .0 0
PM_NUMBER 1.00) > 0 .0 0
PM_CPM 1.00) : 0 .00
PM_COST 1.00) : 0 .0 0
DA.STATISTICS B.OO) > 0 .0 0
DA_ADVANCE_STAT 8.0 0 ) i 0 .00
EA_MACR0 5 .0 0 ) > 0 .0 0
DA_QUALITY_CONT 1.0 0 ) s 0 .0 0
DA_CHARTS 5 .0 0 ) i 0 .00
DA_FORECASTING 1.0 0 ) i 0 .00
D.DOCUMENTS 10.00) : 10.00
D_INDEX 1.00) t 0 .0 0
D_C0LUMN 1.0 0 ) i 0 .00
D.SPELLER 1.00) t 1 .00
D_MATH 1.0 0 ) : 0 .0 0
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D_MERGE ( 1 .00) : 10.00 D_MACRO ( 1 .00) < 0 .0 0
D_FONTS ( 5 .00) t 0 .00 D_C0L0R ( 1 .00) 1 10.00
D_ASSISTANT ( 7 .00) t 0 .0 0 D_GRAPHICS ( 4 .00 ) i 0 .0 0
PG_GRAPUICS (10.00) i 3 .0 0 PO_DRAWINO ( 8 .0 0 ) i 0 .0 0
PG_SYMBOLS ( 8 .00) i 0 .0 0 PG_MECI! AN ICS ( 9 .0 0 ) i 0 .0 0
PG_FAC1LITY ( 9 .00) i 0 .0 0 P0_TEXT ( 8 .0 0 ) I 0 . 0 0

’ PG_CHARTS ( 8 .00) i 0 .0 0 PC_SCIENTIFIC ( 1 .00) ■ 0 .0 0
PĜ FLOWCHART ( 1 .00) t 0 .0 0 PC_PAPER ( 1 .00) i 0 .0 0
PG_ONLINE ( 8 .00) i 0 .00 PG_FONTS ( 5 .0 0 ) I 0 . 0 0
PG_CHARACTER ( 5 .00) < 0 .0 0 PC_C0L0R ( 1 .00 ) i 0 .0 0

. PG_INTERFACE ( 1 .00) i 0 .0 0 U_UTILITIES (1 0 .0 0 ) i 0 .0 0
U_DIR_FILE ( 1 .00) I 0 . 0 0 U_DISK ( 1 .00 ) r 0 .0 0
U_PRODUCTIVITY ( 1 .00) < 0 .0 0

2 -  02 - -  E2

E2 i s  a t e x t  e d ito r  th at a llow s Cull screen  e d it in g . I t  i s  u se fu l fo r  la rg e  
f i l e s ,  and up to  20 f i l e s  can be ed ited  from d if fe r e n t  su b d ir e c to r ie s .
E2 provides f le x ib le  block marking and movement as w e ll as search  and rep lace  
o p tio n s . Keys can be redefined  to  u s e r 's  ch o ice . Color d isp la y s  are a lso  
supported. Since there i s  not a b u i l t - in  s p e l l  checker, i t  i s  advised  th a t  
anyone choosing E2 should a ls o  use Word Proof I I ,  a softw are to o l  w ith  a
125,000 word d ic tio n a ry  th a t n ot on ly  checks s p e ll in g  but a lso  f in d s  
synonyms.

CONSULTANT #1:

BEGINNING
ADVANCED
ONLINE
MVS
AS
SAS
A_DISK
COMPUTER_CARDS
OPTICAL_READER
TAPE
DM_GRAPHICS
DM_DATA_QUERIES
DM_RESPONSE
DM_SECURITY
DM_EASY_REPORT
DMJDATA_SUMMARY
DM_SHALL
DM_LARCE
PM_SMALL
PM_LARGE
PM_REP0RT
PM_RISK
PM_LEVELING

CONSULTANT #2i

( 5 .00 ) 8 .0 0 INTERMEDIATE 5 .0 0 ) : 10 .00
( 5 .00 ) 0 .0 0 BATCH_MODE 1.00) : 0 .0 0
( 1 .00) 10.00 VM 10.00) i 0 .0 0
(10 .00) 0 .0 0 PCDOS 10.00) > 10.00
( 1 .00) 0 .0 0 DB2 1 .00) t 0 .0 0
( 1 .00) 0 .0 0 SQL 1.00) i 0 .0 0
( 1 .00) 0 .0 0 BARCODE.READER 1 .00) > 0 .0 0
( 1 .00) 0 .0 0 KEYBOARD 1.00) > 10.00
( 1 .00) 0 .0 0 PAGE.READER 1.0 0 ) > 0 .0 0
( 1 .00) 0 .0 0 DM_MANAGE_DATA 10.00) : 0 .0 0( 1 .00) 0 .0 0 DM_CHARTS 5 .0 0 ) t 0 .0 0
( 1 .00) 0 .0 0 DM.SHARABILITY 5 .0 0 ) t 0 .0 0
( 1 .00) 0 .0 0 DM_VIEW_DATA 5 .0 0 ) t 0 .0 0( 1 .00) 0 .0 0 DM_COMPUTATION 3 .0 0 ) > 0 .0 0( 1 .00) 0 .0 0 DM_COMPLEX_RPTS 4 .0 0 ) t 0 .0 0
( 1 .00) 0 .0 0 DM_TABLES 1 .00) < 0 .0 0
( 5 .00) 0 .0 0 DM.MEDIUM 5 .0 0 ) i 0 .0 0
( 5 .00) 0 .0 0 PM_PROJECT_MGMT 10.00) 1 0 .0 0
( 7 .0 0 ) 0 .0 0 PM_MEDIUM 7 .0 0 ) I 0 .0 0
( 7 .00) 0 .0 0 PM_GRAPHICS 5 .0 0 ) : 0 .0 0( 1 .00) 0 .0 0 PM_MULTIPLE 1 .0 0 ) t 0 .0 0

0 .0 0 PM_TRACKINO 1 .0 0 ) t 0 .0 0( 1 .00) 0 .0 0 PM_ALLOCATE 1 .00) l 0 .0 0
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PM_TYPE
PM_CALENDAR
PM_PERT
DA_ANALYZE_DATA
DA_SIHPLE_STAT
DA_SPREADSHEET
DA_DATA_HODEL
DA_GRAPHS
DA_REPORTS
DA_FINANCIAL
D_TOC
D_SUB_SUPER
D_FOOTNOTES
D_OUTLINE
D_MERGE
D_F0NTS
D_ASSISTANT
PG_GRAPHICS
PG_SYMB0LS
PG_FACILITY
PC_CHARTS
PG_FLOWCHART
PC_ONLINE
PG_CHARACTER
PG_INTERFACE
U_DIR_FILE
U_PRODUCTIVITY

1 .0 0 ) 0 .0 0
1 .0 0 ) 0 .0 0
1 .00 ) 0 .0 0

10.00) 0 .0 0
7 .0 0 ) 0 .0 0

10.00) 0 .0 0
1 .00) 0 .0 0
5 .0 0 ) 0 .0 0
5 .0 0 ) 0 .0 0
1 .00) 0 .00
1 .00 ) 0 .0 0
1 .00 ) 0 .0 0
1 .00 ) 0 .0 0
1 .00) 0 .0 0
1 .00 ) 0 .0 0
5 .0 0 ) 0 .0 0
7 .0 0 ) 0 .0 0

10.00) 0 .0 0
8 .0 0 ) 0 .0 0
9 .0 0 ) 0 .00
8 .0 0 ) 0 .0 0
1 .00 ) 0 .0 0
8 .0 0 ) 0 .0 0
5 .0 0 ) 0 .0 0
1 .0 0 ) 0 .0 0
1 .0 0 ) 0 .00
1 .0 0 ) 0 .0 0

rM_NUMBER
PM_CPM
PM_COST
DA_STATISTICS
DA_ADVANCE_STAT
DA_MACRO
DA_QUALITY_C0NT
DA_CHARTS
DA_FORECASTING
D_DOCUMENTS
D_INDEX
D_COLUMN
D_SPELLER
D_MATH
D_MACR0
D_COLOR
D_GRAPHICS
PG_DRAWING
PO_HECHANICS
PG_TEXT
PO_SCIENTIFIC
PG„PAPER
PO_FONTB
PG_C0L0R
U_UTILITIES
U_DISK

1 . 0 0 ) I 0 . 0 0
1 . 0 0 ) > 0 . 0 0
1 . 0 0 ) i 0 . 0 0
8 . 0 0 ) : 0 . 0 0
8 . 0 0 ) 1 0 . 0 0
5 .0 0 ) i 0 . 0 0
1 . 0 0 ) i 0 . 0 0
5 .0 0 ) t 0 . 0 0
1 . 0 0 ) s 0 . 0 0

1 0 . 0 0 ) t 1 0 . 0 0
1 . 0 0 ) i 0 . 0 0
1 . 0 0 ) t 0 . 0 0
1 . 0 0 ) < 5 .0 0
1 . 0 0 ) t 0 . 0 0
1 . 0 0 ) i 0 . 0 0
1 . 0 0 ) i  1 0 . 0 0
4 .0 0 ) > 0 . 0 0
8 . 0 0 ) : 0 . 0 0
9 .0 0 ) t  0 . 0 0
8 . 0 0 ) > 0 . 0 0
1 . 0 0 ) > 0 . 0 0
2 . 0 0 ) I 0 . 0 0
5 .0 0 ) i  0 . 0 0
1 . 0 0 ) :  0 . 0 0

1 0 . 0 0 ) : 0 . 0 0
1 . 0 0 ) : 0 . 0 0

3 -  D3 — PROFESSIONAL ED

IBM PC P r o fe ss io n a l E d itor i s  a h igh  perform ance, f u l l  screen  e d ito r .
I t  i s  s im ila r  to  Personal E d itor , excep t th a t i t  p rov id es an 8-column 
p r e f ix  area to  th e  l e f t  o f  each l in e  fo r  en ter in g  l in e  commands ( fo r  copying  
t e x t ,  e t c . ) .  T his softw are to o l has much in  common with Host SPF.
I t  p rov id es programmable fu n ctio n  keys, data macro c a p a b i l i t ie s ,  and merge 
f i l e  o p tio n s .
Word Proof II should be used in  con ju n ction  w ith  t h i s  package; Word Proof 
i s  a s p e l l in g  and synonym checker for  over 12S,000 words.

CONSULTANT #1: 2 , CONSULTANT «2>

BEGINNING
ADVANCED
ONLINE
MVS
AS
SAS
A.DISK
COMPUTER_CARDS
OPTICAL.READER

( 5 .0 0 )  
( 5 .0 0 )  
( 1 . 00) 
( 10 . 00 ) 
( 1 . 00) 
( 1 . 00) 
( 1 . 00) 
( 1 . 00) 
( 1 . 00)

7 .0 0  INTERMEDIATE
7 .0 0  BATCH_MODE

10.00  VM
0 .0 0  PCDOS
0 .0 0  DB2
0 .0 0  SQL
0 .0 0  BARCODE_READER
0 .0 0  KEYBOARD
0 .0 0  PACE.READER

( 5 .0 0 ) > 10 .00
( 1 .0 0 ) > 0 .0 0
(1 0 .0 0 ) i 0 .0 0
(1 0 .0 0 ) ■ 10.00
( 1 .0 0 ) s 0 .0 0
( 1 .0 0 ) i 0 .0 0
( 1 .0 0 ) I 0 .0 0
( 1 .0 0 ) I 10 .00
( 1 .0 0 ) t 0 .0 0
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TAPE ( 1 .0 0 ) t 0 .0 0 DM_MANAGE_DATA 10.00) : 0 .00
DM_GRAPTHCS ( 1 .0 0 ) i 0 .0 0 DM_CHARTS 5 .0 0 ) i 0 .0 0
DM_DATA_QUERIES ( 1 .0 0 ) i 0 .0 0 DM_SHARABILITY 5 .0 0 ) t 0 .0 0
DM_RESPONSE ( 1 .0 0 ) i 0 .0 0 DM_VIEW_DATA 5 .0 0 ) s 0 .0 0
DM_SECURITY ( 1 .00) s 0 .00 I)M_COMPUTAT ION 3 .0 0 ) < 0 .0 0
DM_EASY_REPORT ( 1 .0 0 ) i 0 .00 DM_COMPLEX_RPTS 4 .0 0 ) t 0 .0 0
DM_DATA_SUMMARY ( 1 .00) i 0 .00 DM_TABLES 1 .0 0 ) i 0 .0 0
DM_SMALL ( 5 .0 0 ) i 0 .00 DM_MEDIUM 5 .0 0 ) t 0 .0 0
DM_LARGE ( 5 .0 0 ) i 0 .00 PM_PROJECT_MCMT 10.00) t 0 .0 0
PM_SMALL ( 7 .0 0 ) i 0 .0 0 IM_MEDIUM 7 .0 0 ) > 0 .00
PM_LARGE ( 7 .0 0 ) t 0 .0 0 PM_CRAPHICS 5 .0 0 ) t 0 .0 0
PM_REPORT ( 1 0 0 ) t 0 .0 0 PM_MULTIPLE 1 .0 0 ) s 0 .0 0
PM.RISK ( 1 .00) t 0 .0 0 PM_TRACKINO 1.0 0 ) i 0 .0 0
PM_LEVELING ( 1 .0 0 ) i 0 .00 PM_ALLOCATE 1.0 0 ) 1 0 .0 0
PM_TYPE ( 1 .0 0 ) i 0 .00 PM_NUMBER 1.0 0 ) i 0 .0 0
PM_CALENDAR ( 1 .0 0 ) s 0 .00 PM_CPM 1 .00) i 0 .0 0
PM.PERT ( 1 .0 0 ) 1 0 .00 PM_COST 1 .0 0 ) t 0 .0 0
DA_ANALYZE_DATA (1 0 .0 0 ) : 0 .0 0 DA_STATIST1CS 8 .0 0 ) i 0 .0 0
DA_SIMPLE_STAT ( 7 .0 0 ) t 0 .0 0 DA_ADVANCE_STAT 8 .0 0 ) i 0 .0 0
DA_SPREADSHEET (10 .00) s 0 .00 DA_MACRO 5 .0 0 ) t 0 .0 0
DA_DATA_MODEL ( 1 .00) i 0 .00 DA_QUALITY_CONT 1.0 0 ) s 0 .0 0
DA.GRAPHS ( 5 .0 0 ) i 0 .00 DA_CHARTS 5 .0 0 ) t 0 .0 0
DA_REPORTS ( 5 .0 0 ) i 0 .00 DA.FORECASTING 1.0 0 ) i 0 .00
DA_FINANCIAL ( 1 .0 0 ) t 0 .00 D.DOCUMENTS 10.00) i 10.00
D_TOC ( 1 .0 0 ) s 0 .00 D_INDEX 1.0 0 ) i 0 .0 0
D_SUB_SUPER ( 1 .0 0 ) : 0 .00 D_C0LUMN 1.00) i 0 .0 0
D_F00TN0TES ( 1 .0 0 ) > 0 .00 D_SPELLER 1.00) > 1 .00
D_OUTLINE ( 1 .0 0 ) i 0 .00 D_MATH 1.0 0 ) > 0 .0 0
D.MERGE ( 1-00) > 10.00 D_MACRO 1.0 0 ) > 10.00
D_FONTS ( 5 .0 0 ) t 0 .00 D_COLOR 1.00) i 10 .00
D_ASSISTANT ( 7 .0 0 ) i 0 .00 D.GRAPIIICS 4 .00 ) i 0 .0 0
PG_CRAPHICS (10 .00 ) i 0 .00 PG_DRAWING 8 .0 0 ) i 0 .0 0
PG_SyMBOLS ( 8 .0 0 ) i 0 .00 PO_MECHANICS 9 .0 0 ) I 0 .00
PG_EACILITY ( 9 .0 0 ) > 0 .0 0 PG_TEXT 8 .0 0 ) : 0 .00
PG_CUARTS ( 8 .0 0 ) > 0 .0 0 PG_SCIENTIFIC 1.00) : 0 .0 0
P G_F LOWCHART ( 1 .0 0 ) I 0 .00 PG_PAPER 1.00) t 0 .0 0
PG_ONLINE ( 8 .0 0 ) : 0 .00 PG_F0NTS 5 .0 0 ) t 0 .0 0
PC_CHARACTER ( 5 .0 0 ) : 0 .0 0 PC_COLOR 1.00) « 0 .0 0
PG_IHTERFACE ( 1 .0 0 ) i 0 .0 0 U_UTILITIES 10.00) s 0 .0 0
U_DIR_FILE ( 1 .0 0 ) i 0 .00 U_DISK 1.00) s 0 .0 0
U_PR0DUCT1V1TY ( 1 .0 0 ) i 0 .0 0

4 -  D4 — DISPLAYWRITE 3

IBM D lsplayW rlta 3 1b a f u l l  fu n ctio n  word p rocessor  w ith  Bupport fo r  many 
d if f e r e n t  p r in te r s . I t  can both accept ASCII, DIF (L otu s), SULK (M u ltip lan ), 
PCS (P ersonal D ecision  S e r ie s )  and dBase f i l e s .  T his to o l  haa a b u i l t  in  
P p e ll checker as w ell as prov id in g  c a p a b ility  fo r  autom atic o u t lin in g  and 
fo o tn o te s . Graphics c a p a b i l i t ie s  include a cursor draw. M ultip le u ser  
p r o f i l e s  can be crea ted  fo r  t e x t  and w ork sta tion s. D isplayW rite 3 provides
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4 fu n ctio n  math and te c h n ic a l w r itin g  support.

CONSULTANT «1: 1, CONSULTANT «2i

BEGINNING 
ADVANCED 
ONLINE 
MVS 
AS 
SAS
A_DISK
COMPUTER_CARDS 
OPTICAL_READER 
TAPE
DM_CRAFHICS 
DM_DATA_QUERIES 
DM_RESPONSE 
DM_SECURITY 
DM_EASY_REPORT 
DM_DATA_SUMMARY 
DM.SMALL 
DM_LARGE 
PMLSMALL 
PM_LARGE 
PM_REPORT 
PM_RISK 
PM_LEVELING 
PM_TYPE 
PM_CALENDAR 
PM_PERT
DA_ANALYZE_DATA 
DA_SIMPLE_STAT 
DA_SPREADSHEET 
DA_DATA_MODEL 
DA_GRAPHS 
DA_REPORTS 
DA_FINANCIAL 
D_TOC
D_SUB_SUPER 
D_EOOTNOTES 
D_OUTLINE 
D.MERGE 
D_FONTS 
D_ASSISTANT 
PG.GRAPIIICS 
PG_SYMBOLS 
PO_FACILITY 
PO_CHARTS 
PO_FLOWCHART 
PC_ONLINE 
PC_CHARACTER

p ag e  5

( 5 .0 0 ) : 8 .0 0 INTERMEDIATE 5 .0 0 ) : 10.00
( 5 .0 0 ) : 10 .00 BATCH_MODE 1 .0 0 ) : 0 .0 0
( 1 .00 ) : 10 .00 VM 10.00) : 0 .0 0
(1 0 .0 0 ) : 0 .0 0 FCDOS 1 0 .00) : 10 .00
( 1 .0 0 ) : 0 .0 0 DB2 1 .0 0 ) t 0 .0 0
( 1 .00 ) ■ 0 .0 0 SQL 1 .0 0 ) : 0 .0 0
( 1 .0 0 ) : 0 .0 0 BARCODE_READER 1 .0 0 ) : 0 .0 0
( 1 .0 0 ) : 0 .0 0 KEYBOARD 1 .0 0 ) : 10 .00
( 1 .00 ) : 0 .0 0 PAGE.READER 1 .0 0 ) ■ O.CO
( 1 .00 ) i 0 .0 0 DM_MANAGE_DATA 10.00) : 0 .0 0
( 1 .0 0 ) : 0 .0 0 DM_CHARTS 5 .0 0 ) : 0 .0 0
( 1 .0 0 ) : 0 .0 0 DM_SHARABILITY 5 .0 0 ) : 0 .0 0
( 1 .00 ) : 0 .0 0 DM_VIEW_DATA 5 .0 0 ) ■ 0 .0 0
( 1 .00 ) : 0 .0 0 DM_COMPUTATION 3 .0 0 ) : 0 .0 0
( 1 .00 ) : 0 .0 0 DM_C0MPLEX_RPTS 4 .0 0 ) : 0 .0 0
( 1 .00 ) : 0 .0 0 DM_TABLES 1 .0 0 ) : 0 .0 0
( 5 .0 0 ) : 0 .0 0 DM.MEDIUM 5 .0 0 ) : 0 .0 0
( 5 .0 0 ) i 0 .0 0 PM_PROJECT_MGMT 10.00) i 0 .0 0
( 7 .0 0 ) : 0 .0 0 PM_MEDIUM 7 .0 0 ) ■ 0 .0 0
( 7 .0 0 ) : 0 .0 0 PM_CRAPHICS 5 .0 0 ) : 0 .0 0
( 1 .0 0 ) : 0 .0 0 PM_MULTIPLE 1 .0 0 ) : 0 .0 0
( 1 .00 ) : 0 .0 0 PM.TRACKING 1 .0 0 ) i 0 .0 0
( 1 .00 ) : 0 .0 0 PM.ALLOCATE 1 .0 0 ) i 0 .0 0
( 1 .0 0 ) : 0 .0 0 PM_NUMBER 1 .0 0 ) > 0 .0 0
( 1 .0 0 ) : 0 .0 0 PM_CPM 1.0 0 ) i 0 .0 0
( 1 .0 0 ) > 0 .0 0 PM_COST 1.0 0 ) : 0 .0 0
(1 0 .0 0 ) : 0 .0 0 DA_STATISTICS 8 .0 0 ) i 0 .0 0
( 7 .0 0 ) i 0 .0 0 DA_ADVANCE_STAT 8 .0 0 ) : 0 .0 0
(1 0 .0 0 ) : 0 .0 0 DA_MACRO 5 .0 0 ) : 0 .0 0
( 1 .0 0 ) i 0 .0 0 DA_QUA LITY_C0NT 1.0 0 ) ■ 0 .0 0
( 5 .0 0 ) : 0 .0 0 DA_CHARTS 5 .0 0 ) : 0 .0 0
( 5 .0 0 ) i 0 .0 0 DA.FORECASTING 1 .0 0 ) : 0 .0 0
( 1 .0 0 ) : 0 .0 0 D.DOCUMENTS 10 .00) : 10 .00
( 1 .0 0 ) : 0 .0 0 D_INDEX 1.0 0 ) : 0 .0 0
( 1 .0 0 ) : 10.00 D.COLUMN 1 .0 0 ) i 0 .0 0
( 1 .0 0 ) : 10 .00 D.SPELLER 1 .0 0 ) i 10 .00
( 1 .0 0 ) i 10 .00 D.MATH 1 .0 0 ) : 10 .00
( 1 .00 ) : 10 .00 D.MACRO 1 .0 0 ) : 0 .0 0
( 5 .0 0 ) : 0 .0 0 D.COLOR 1 .0 0 ) : 0 .0 0
( 7 .0 0 ) : 0 .0 0 D.GRAPHICS 4 .0 0 ) : 10 .00
(1 0 .0 0 ) i 0 .0 0 PO.DRAWINO 8 .0 0 ) i 0 .0 0
( 8 .0 0 ) : 0 .0 0 PC.MECIIANICS 9 .0 0 ) i 0 .0 0
( 9 .0 0 ) : 0 .0 0 PO.TEXT 8 .0 0 ) : 0 .0 0( 8 .0 0 ) : 0 .0 0 PG.SCIENTIFIC 1 .0 0 ) i 0 .0 0( 1 .0 0 ) : 0 .0 0 PO.PAPER 1 .0 0 ) : 0 .0 0( 8 .0 0 ) : 0 .0 0 PO.FONTS 5 .0 0 ) t 0 .0 0( 5 .0 0 ) : 0 .0 0 PC.COLOR 1 .0 0 ) : 0 .0 0
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pag e  6

PG_INTERFACE (
U_DIR_FILE (
U_PRODUCTIVITY (

1.00) i 0.00
1.00) t 0 .00
1.00) i 0.00

U_UT1LIT1ES
U_DISK

( 10. 00) 
( 1 . 00 )

0.00
0.00

. 5 -  05 — WRITING ASSISTA

IBM W riting A ss is ta n t la  p art o f  th e  A aa lstan t s e r ie s ,  and accepta data from 
a l l  o ther A saiatant s e r ie a  programs. I t  la  eaay to  learn  and u se , can p r in t  
to  an ASCII f i l e ,  la  uploadable to  the h oat, and la  u seab le  w ith D isp lay -  
Wrlte 3 . I t  contalna a Wordproof a p e ll checker, but does not check fo r  
eynonym8. This softw are can au to m a tica lly  add headings, fo o t in g s , page 
numbers to  each p rin ted  page. W riting A sa ia tan t can p r in t read, green and 
b lu e  t e x t  on a co lo r  p r in te r , and can p r in t  envelopes from the address on 
a l e t t e r .

CONSULTANT flit 2

BEGINNING 
ADVANCED 
ONLINE 
MVS 
AS 
SAS
A_DISK
C0MPUTER_CARDS 
OPTICAL_READER 
TAPE
DM_GRAPHICS 
DM_DATA_QUERIES 
DM.RESP0NSE 
DM_SECURITY 
DM_EASY_REPORT 
DM_DATA_SUMMARY 
DM.SMALL 
DM.LARGE 
PM_SMALL 
PM_LARGE 
PM_REPORT 
PM_RISK 
PM_LEVELINC 
PM_TYPE 
PM_CALENDAR 
PM_PERT
DA_ANALYZE_DATA 
DA_SIMPLE_STAT 
DA_SPREADSHEET 
DA_DATA_MODEL 
DA_GRAPHS 
DA_REFORTS 
DA_FINANCIAL

CONSULTANT #2i 1

5 .0 0 ) 10 .00 INTERMEDIATE 5.0 0 ) : 7 .0 0
5 .0 0 ) 5 .0 0 BATCH_MODE 1.00) i 0 .0 0
1 .0 0 ) 10 .00 VM 10.00) t 0 .0 0

10 .00) 0 .0 0 PCDOS 10.00) i 10 .00
1 .0 0 ) 0 .0 0 DB2 1 .0 0 ) > 0 .0 0
1 .0 0 ) 0 .0 0 SQL 1.00) I 0 .0 0
1 .0 0 ) 0 .0 0 BARCODE_READER 1.0 0 ) : 0 .0 0
1 .0 0 ) 0 .0 0 KEYBOARD 1.00) > 10.00
1 .0 0 ) 0 .0 0 PAGE.READER 1.00) i 0 .0 0
1 .0 0 ) 0 .0 0 DM_MANAGE_DATA 10.00) 1 0 .0 0
1 .0 0 ) 0 .0 0 DM_CHARTS 5 .0 0 ) i 0 .00
1 .0 0 ) 0 .0 0 DM_SHARABILITY 5 .0 0 ) i 0 .0 0
1 .0 0 ) 0 .0 0 DM_VIEW_DATA 5 .0 0 ) i 0 .00
1 .0 0 ) 0 .0 0 DM_C0MPUTATI0N 3 .0 0 ) t 0 .0 0
1 .0 0 ) 0 .0 0 DM_COMPLEX_RPTS 4 .0 0 ) < 0 .00
1 .0 0 ) 0 .0 0 DM_TABLES 1.00) s 0 .00
5 .0 0 ) 0 .0 0 DM.MEDIUM 5 .0 0 ) i 0 .00
5 .0 0 ) 0 .0 0 PM_PROJECT_MGMT 10.00) t 0 .00
7 .0 0 ) 0 .0 0 PM_MEDIUM 7.0 0 ) 1 0 .00
7 .0 0 ) 0 .0 0 PM.CRAPH1CS 5 .0 0 ) t 0 .00
1 .0 0 ) 0 .0 0 PM_MULTIPLE 1.0 0 ) i 0 .0 0
1 .0 0 ) 0 .0 0 PM_TRACKING 1.00) t 0 .00
1 .0 0 ) 0 .0 0 PM_ALLOCATE 1.00) i 0 .00
1 .0 0 ) 0 .0 0 PM_NUMBER 1.00) i 0 .00
1 .0 0 ) 0 .0 0 PM_CPM 1 .0 0 ) i 0 .00
1 .0 0 ) 0 .0 0 PM_C0ST 1 .00) t 0 .0010 .00) 0 .0 0 DA_STATIGTICS e .o o ) < 0 .007 .0 0 ) 0 .0 0 DA_ADVANCE_STAT 8 .0 0 ) i 0 .00

1 0 .00) 0 .0 0 DA_MACRO 5 .0 0 ) i 0 .0 01 .0 0 ) 0 .0 0 DA_QUALITY_CONT 1 .0 0 ) I 0 .0 05 .0 0 ) 0 .0 0 DA_CHARTS 5 .0 0 ) i 0 .0 05 .0 0 ) 0 .0 0 DA.FORECASTING 1 .0 0 ) f 0 .0 01 .0 0 ) 0 .0 0 D_DOCUMENTS 10.00) i 10.00
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D_TOC ( 1 .00) i 0 00
D_SUB_SUPER ' 1 .00) i 0 00
D_F00TN0TES ( 1 .00) i 0 00
D.OUTLINE ( 1 .00) i 0 00
D_MERGE ( 1 .00) t 0 00
D_F0NTS ( 5 .00) t 0 00
D_ASSISTANT ( 7 .0 0 ) * 10 00
PG_GRAPHICS (10 .00 ) I 0 00
PC_SYMB0LS ( 8 .0 0 ) I 0 00
PG_FACILITY ( 9 .0 0 ) t 0 00
PG.CHARTS ( 8 .0 0 ) t 0 00
PG_FLOWCHART ( 1 .00) i 0 00
PO_ONLINE ( 8 .0 0 ) : 0 00
PG_CHARACTER ( 5 .00) i 0 00
PG_INTERFACE ( 1 .00) t 0 00
U_DIR_FILE ( 1 .00) i 0 00
U_PRODUCTIVITY ( 1 .00) i 0 00

D_INDEX ( 1 .00) * 0 .00
D_COLUMN ( 1 .00) s 0 .0 0
D.SPELLER ( 1 .00) s 8 .0 0
D_MATH ( 1 .00) i 0 .0 0
D_MACRO ( 1 .00) : 0 .00
D_COLOR ( 1 .00) i 10 .00
D_GRAPHICS ( 4 .0 0 ) t 7 .00
PG_DRAWINO ( 8 .0 0 ) t 0 .0 0
FG_MECHANICS ( 9 .0 0 ) I 0 .0 0
PG_TEXT ( 8 .0 0 ) I 0 .0 0
PG_SCIENTIFIC ( 1 .00) I 0 .0 0
PO_PAPER ( 1 .0 0 ) t 0 .00
PO_FONTS ( 5 .0 0 ) t 0 .0 0
PG_COLOR ( 1 .00) t 0 .0 0
U_UTILITIES (10 .00 ) > 0 .00
U.DISK ( 1 .00) t 0 .0 0

6 -  D6 — DWSCRIPT

DWScript I s  very u se fu l fo r  manuscript preparation  and a llow s many 
fu n ctio n s fo r  page makeup, com position , and p r in tin g . I t  I s  very s im ila r  
to  h o st S c r ip t, provid ing fo r  UBer s p e c if ie d  form ats, and advanced form atting  
c a p a b i l i t ie s  (produces index, sppendix, ta b le  o f  co n ten ts , h ead in gs).
A to o l named DWMennew I s  a f u l l  screen  In ter fa ce  to  DWScript.

CONSULTANT # l i  1, CONSULTANT 02:

BEGINNING
ADVANCED
ONLINE
MVS
AS
SAS
A_DISK
COMPUTER_CARDS 
OPT1CAL_REACER 
TAPE
DM_CRAPHICS
DM_DATA_QUERI£S
DM_RESPONSE
DM_SECURiTY
DM_EASY_REPORT
DM_DATA_SUMMARY
DM.SMALL
DM.LARGE
PM_SMALL
PM_LARGE
PM_REPORT
PM_RISK

5.0 0 ) 6 .00
5 .0 0 ) 10.00
1 .00) 10.00

10.00) 0 .00
1 .00) 0 .00
1 .00) 0 .00
1 .00) 0 .0 0
1 .00) 0 .0 0
1 .00) 0 .0 0
1 .00) 0 .0 0
1 .00) 0 .0 0
1 .00) 0 .0 0
1 .00) 0 .0 0
1 .00) 0 .0 0
1 .00) 0 .00
1 .00) 0 .0 0
5 .00) 0 .00
5 .0 0 ) 0 .00
7 .00) 0 .00
7 .00) 0 .0 0
1 .00) 0 .0 0
1 .00) 0 .0 0

INTERMEDIATE
BATCH_MODE
VM
PCDOS
DB2
SQL
BARCODE_READER
KEYBOARD
FAGE.READER
DM_MANAGE_DATA
DM_CHARTS
DM_SHARABIL1TY
DM_V I EW_D AT A
DM_COMPUTATION
DM_COMPLEX_RPTS
DM.TABLES
DM_MEDIUM
PM_PROJECT_MGMT
PM_MEDIUM
PM_CRAPHICS
PM_MULTIPLE
PMJTRACKING

5 .0 0 ) : 10.00
1 .00) t 0 .00

10.00) i 0 .0 0
10.00) j 0 .0 0

1 .00) : 0 .00
1 .00) 1 0 .0 0
1 .00) i 0 .0 0
1 .00) I 10.00
1 .00) I 0 .00

10.00) i 0 .00
5 .0 0 ) : 0 .0 0
5 .00) t 0 .00
5 .0 0 ) t 0 .0 0
3 .00) > 0 .00
4 .0 0 ) 1 0 .0 0
1 .00) t 0 .0 0
5 .00) t 0 .0 0

10.00) i 0 .0 0
7 .00 ) 1 0 .0 0
5 .0 0 ) 1 0 .0 0
1 .00) > 0 .0 0
1 .00 ) i 0 .00
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PM_LEVELING ( 1 .00) : 0 .0 0 PM_ALLOCATE ( 1 .00) : 0 .0 0
PMJTYPE ( 1 .00) : 0 .0 0 PM_NUMBER ( 1 .00) : 0 .0 0
PM_CALENDAR ( 1 .00) : 0 .00 PM.CPM ( 1 .00) : 0 .00
PM_PERT ( 1 .00) : 0 .0 0 PM_C0ST ( 1 .00) : 0 .00
DA_ANALYZE_DATA (10 .00) : 0 .0 0 DA.STATISTICS ( 8 .00 ) : 0 .00
DA_SIMPLE_STAT ( 7 .00) : 0 .00 DA_ADVANCE_STAT ( 8 .0 0 ) i 0 .00
DA_SPREADSHEET (10 .00) : 0 .0 0 DA_MACR0 ( 5 .00 ) : 0 .00
DA_DATA_M0DEL ( 1 .00) : 0 .00 DA_QUALITY_CONT ( 1 .00) : 0 .00
DA_GRAPHS ( 5 .00) : 0 .0 0 DA_CHARTS ( 5 .00 ) : 0 .0 0
DA_REP0RTS ( 5 .0 0 ) : 0 .0 0 DA_FORECASTING ( 1 .00) : 0 .0 0
DA_EINANCIAL ( 1 .00) : 0 .00 D_DOCUMENTS (10 .00) : 10.00
D_T0C ( 1 .00) : 10 .00 D_INDEX ( 1 .00) : 10.00
D_SUB_SUPER ( 1 .00) : 0 .0 0 D_C0LUMN ( 1 .00) : 10.00
D_F00TN0TES ( 1 .00) : 0 .0 0 D.SPELLER ( 1 .0 0 ) : 0 .0 0
D_0UTLINE ( 1 .00) : 10.00 D_MATH ( 1 .00) : 0 .00
D_MERGE ( 1 .00) : 10.00 D_MACR0 ( 1 .00) : 10.00
D_FONTS ( 5 .0 0 ) : 10.00 D.COLOR ( 1 .00) : 0 .00
D.ASSISTANT ( 7 .0 0 ) : 0 .0 0 D_GRAPHICS ( 4 .00 ) : 0 .00
PG_GRAPHICS (10 .00) : 0 .0 0 PG_DRAWINO ( 8 .0 0 ) : 0 .00
PG_SYMB0LS ( 8 .0 0 ) : 0 .00 PG.MECHANICS ( 9 .00 ) : 0 .00
PG_FACILITY ( 9 .00 ) : 0 .0 0 PG_TEXT ( 8 .0 0 ) : 0 .0 0
PG_CHARTS ( 8 .0 0 ) : 0 .0 0 PG_SCIENTIFIC ( 1 .00 ) : 0 .0 0
PG.FLOWCHART ( 1 .00) : 0 .0 0 PG_PAPER ( 1 .00) : 0 .00
PG_0NLINE ( 8 .0 0 ) : 0 .0 0 PG_FONTS ( 5 .0 0 ) : 0 .0 0
PG_CHARACTER ( 5 .00 ) : 0 .0 0 PG_C0L0R ( 1 .00) : 0 .0 0
PG_INTERFACE ( 1 .00) ■ 0 .00 U.UTILITIES (10 .00) : 0 .0 0
U_DIR_FILE ( 1 .00) : 0 .0 0 U_DISK ( 1 .00 ) : 0 .0 0
U_PR0DUCTIVITY ( 1 .00) : 0 .0 0

7 -  D7 — DW ASSISTANT

IBM DisplayW rlte A ss is ta n t a word p rocessin g  program you can use to  crea te , 
e d i t ,  save, and p r in t documents. I t  i s  part o f  the A ss is ta n t S e r ie s .  
D isplayW rlte A ss is ta n t has the fo llo w in g  fea tu res:
* Online Help
* Typing Frame resem bling a p ie c e  o f paper; the area in  which you en ter the  

t e x t  looks l ik e  the p rin ted  v ersio n  o f the document.
* S p e llin g  Checker and Synonym L is ts
* Cursor Draw
* Merge c a p a b il i t ie s
* A ll  ty p ic a l word p rocessin g  and document form atting fu c tio n s .

CONSULTANT 01: 1 CONSULTANT 02: 2
BECINNINC
ADVANCED
ONLINE
MVS
AS
SAS

( 5 .00 )  
( 5 .0 0 )  
( 1 . 00) 
( 10 . 00 ) 
( 1 . 00)- 

.< 1 . 00)

10.00
7 .00

10.00
0.00
0.00
0.00

INTERMEDIATE
BATCH_MODE
VM
PCDOS
DB2
SQL

( 5 .0 0 )  
( 1 . 00 ) 
( 10. 00) 
( 10. 00) 
( 1 . 00 ) 
( 1 . 00)

1 0 .0 0
0.00
0.00

10.00
0.00
0.00
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A_DISK 1 . 0 0 ) 0 . 0 0 EARCODE.REAOER 1 . 0 0 ) :  0 . 0 0
COMPUTER_CARDS 1 . 0 0 ) 0 . 0 0 KEYBOARD 1 . 0 0 ) i  1 0 . 0 0
OPTICAL_READER 1 . 0 0 ) 0 . 0 0 PAGE_READER 1 . 0 0 ) t 0 . 0 0
TAPE 1 . 0 0 ) 0 . 0 0 DM_MANACE_DATA 1 0 . 0 0 ) i 0 . 0 0
DM_GRAPHICS 1 . 0 0 ) 0 . 0 0 DM_CHARTS 5 .0 0 ) i  0 . 0 0
DM_DATA_QUERIES 1 . 0 0 ) 0 . 0 0 DH_SHARABILITY 5 .0 0 ) l  0 . 0 0
DM_RESPONSE 1 . 0 0 ) 0 . 0 0 DM_VIEW_DATA S. 0 0 ) i  0 . 0 0
DM_SECURITY 1 . 0 0 ) 0 . 0 0 DM_COMPUTATION 3 .0 0 ) I 0 . 0 0
DM_EASY_REP0RT 1 . 0 0 ) 0 . 0 0 DM_COMPLEX_RPTS 4 .0 0 ) i  0 . 0 0
DM_DATA_SUMMARY 1 . 0 0 ) 0 . 0 0 DM_TABLES 1 . 0 0 ) i 0 . 0 0
DH_SMALL 5 .0 0 ) 0 . 0 0 DM_MEDIUM 5.0 0 ) i  0 . 0 0
DM_LARGE 5 .0 0 ) 0 . 0 0 PM_PROJECT_MCMT 1 0 . 0 0 ) I 0 . 0 0
PH_SMALL 7 .0 0 ) 0 . 0 0 PM.MEDIUM 7 .0 0 ) i 0 . 0 0
PMLLARGE 7.0 0 ) 0 . 0 0 PM_GRAPHICS 5 .0 0 ) i  0 . 0 0
PM_REPORT 1 . 0 0 ) 0 . 0 0 PH_HULTIPLE 1 . 0 0 ) i 0 . 0 0
PM_RISK 1 . 0 0 ) 0 . 0 0 PH_TRACKING 1 . 0 0 } t 0 . 0 0
PM_LEVELING 1 . 0 0 ) 0 . 0 0 PM ALLOCATE 1 . 0 0 ) i 0 . 0 0
PM_TYPE 1 . 0 0 ) 0 . 0 0 PM.NUMBER 1 . 0 0 ) i 0 . 0 0
PM_CALENDAR 1 . 0 0 ) 0 . 0 0 PM_CPM 1 . 0 0 ) i 0 . 0 0
PM_PERT 1 . 0 0 ) 0 . 0 0 PM_C0ST 1 . 0 0 ) ■ 0 . 0 0
DA_ANALY2E_DATA 1 0 . 0 0 ) 0 . 0 0 DA_STATISTICS 8 . 0 0 ) i 0 . 0 0
DA_SIMPLE_STAT 7 .0 0 ) 0 . 0 0 DA„ADVANCE_STAT 8 . 0 0 ) I 0 . 0 0
DA_SPREADSHEET 1 0 . 0 0 ) 0 . 0 0 DA_MACRO 5.0 0 ) i  0 . 0 0
DA_DATA_MODEL 1 . 0 0 ) 0 . 0 0 DA_QUALITY_CONT 1 . 0 0 ) t  0 . 0 0
DA_GRAPHS 5 .0 0 ) 0 . 0 0 DA_CHARTS 5 .0 0 ) : 0 . 0 0
da_reports 5 .0 0 ) 0 . 0 0 DA_FORECASTING 1 . 0 0 ) i  0 . 0 0
DA_FINANCIAL 1 . 0 0 ) 0 . 0 0 D_DOCUMENTS 1 0 . 0 0 ) i 1 0 . 0 0
D_TOC 1 . 0 0 ) 0 . 0 0 D_INDEX 1 . 0 0 ) i 0 . 0 0
D_SUB_SUPER 1 . 0 0 ) 1 0 . 0 0 D_C0LUMN 1 . 0 0 ) i 0 . 0 0
D_FOOTNOTES 1 . 0 0 ) 0 . 0 0 D.SPELLER 1 . 0 0 ) t 1 0 . 0 0
D OUTLINE 1 . 0 0 ) 0 . 0 0 DJtlATH 1 . 0 0 ) t  0 . 0 0
D_MERCE 1 . 0 0 ) 1 0 . 0 0 D_MACR0 1 . 0 0 ) i  0 . 0 0
D.FONTS 5 .0 0 ) 0 . 0 0 D_C0L0R 1 . 0 0 } i 1 0 . 0 0
D_ASSISTANT 7.0 0 ) 1 0 . 0 0 D.GRAPHICS 4 .0 0 ) 1 9 .00
PG_GRAPHICS 1 0 . 0 0 ) 0 . 0 0 FG_DRAWING 8 . 0 0 ) i 0 . 0 0
PG_SYMBOLS 8 . 0 0 ) 0 . 0 0 PC.MECHAN1CS 9 .0 0 ) i  0 . 0 0
PG.FACILITY 9 .0 0 ) 0 . 0 0 PO.TEXT 8 . 0 0 ) I 0 . 0 0
PG_CHARTS 8 . 0 0 ) 0 . 0 0 PG_SCIENTIFIC 1 . 0 0 ) i  0 . 0 0
PG_FLOWCHART 1 . 0 0 ) 0 . 0 0 PG_PAPER 1 . 0 0 ) 1 0 . 0 0
PG_OHLINE 8 . 0 0 ) 0 . 0 0 PG_FONTS 5 .0 0 ) I 0 . 0 0
PG_CHARACTER 5 .0 0 ) 0 . 0 0 PG_C0L0R 1 . 0 0 ) I 0 . 0 0
PG_INTERFACE 1 . 0 0 ) 0 . 0 0 U_UTILITIES 1 0 . 0 0 ) 1 0 . 0 0
U DIR_FILE 1 . 0 0 ) 0 . 0 0 U_DISK 1 . 0 0 ) i  0 . 0 0
U_PRODUCTIVITY 1 . 0 0 ) 0 . 0 0

8 -  08 — PROFS

PROFS Btanda fo r  P ro fe ss io n a l OFflce SyBtera. I t  o f f e r s  a wide range o f  
automated o f f ic e  fu n ction al
* document preparation  and proofreading, Including c a p a b i l i t ie s  to  en ter ,
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change, and c o r r e c t documents, sp e ll in g  and synonym checking, an aid  
to  c o rrec t confusing  word usage, phrase checking.

* e le c tr o n ic  search  and r e tr ie v a l .
* fa c i l i t ie s - s c h e d u l in g  and people-schedulingx

personal calendar to  schedule appointments and coord inate vacation  tim es.
* e le c tr o n ic  reminders
* e le c tr o n ic  mail

CONSULTANT ftli 1 , CONSULTANT #2x

BEGINNING 5.0 0 ) 7 .00 INTERMEDIATE 5.0 0 ) t 10.00
ADVANCED 5 .0 0 ) 10.00 BATCH_M0DE 1.00) : 0 .00
ONLINE 1.0 0 ) 10.00 VM 10.00) > 10.00
MVS 10.00) 10.00 PCDOS 10.00) x 0 .0 0
AS 1 .00) 0 .0 0 DB2 1 .00) t 0 .0 0
SAS 1.0 0 ) 0 .0 0 SQL 1 .00 ) x 0 .00
A_DISK 1.0 0 ) 7 .00 BARCODE.READER 1.00) x 0 .00
COMPUTER_CARDS 1.00) 0 .00 KEYBOARD 1.00) i 10.00
OPTICAL_READER 1.0 0 ) 0 .0 0 PAGE_READER 1.00) x 0 .0 0
TAPE 1.0 0 ) 0 .0 0 DM_MANAGE_DATA 10.00) i 0 .0 0
DM_GRAPHICS 1 .00) 0 .0 0 DM.CHARTS 5 .0 0 ) i 0 .0 0
DM_DATA_QUERIES 1 .00) 0 .00 DM.SHARABILITY 5 .0 0 ) i 0 .00
DM_RESPONSE 1.0 0 ) 0 .00 DM_VIEW_DATA 5 .0 0 ) I 0 .00
DM_SECURITY 1.0 0 ) 0 .0 0 DM.COMPUTATION 3 .0 0 ) x 0 .00
DM_EASY_REPORT 1.0 0 ) 0 .0 0 DM_C0MPLER_RPTS 4 .0 0 ) x 0 .00
DM_DATA_SUMMARY 1 .0 0 ) 0 .00 DM.TABLES 1 .00 ) X 0 .0 0
DM.SMALL 5.0 0 ) 0 .00 DM.MEDIUM 5.0 0 ) x 0 .0 0
DM_LARGE 5 .0 0 ) 0 .0 0 PM_PROJECT_MGMT 10.00) x 0 .0 0
PM.SMALL 7 .0 0 ) 0 .00 PM.MEDIUM 7 .00) x 0 .0 0
PM_LARCE 7.0 0 ) 0 .0 0 PM.GRAPHICS 5 .00 ) I 0 .0 0
PM_REP0RT 1.0 0 ) 0 .00 PM.MULTIPLE 1.0 0 ) x 0 .00
PM RISK 1.00 ) 0 .0 0 PM.TRACKING 1.0 0 ) I 0 .00
PM_LEVELINO 1.00) 0 .0 0 PM.ALLOCATE 1.00) x 0 .00
PM_TYPE 1 .00 ) 0 .00 PM.NUMBER 1.00) i 0 .00
PM_CALENDAR 1.00) 0 .00 PM_CPM 1.00) i 0 .00
PM_PERT 1.00) 0 .00 PM_C0ST 1 .00) x 0 .00
DA_ANALYZE_DATA 10.00) 0 .0 0 DA.STATISTICS 8 .0 0 ) x 0 .0 0
DA_SIMPLE_STAT 7 .0 0 ) 0 .00 DA_ADVANCE_3TAT 8 .0 0 ) i 0 .00
DA_SPREADSHEET 10.00) 0 .00 DA.MACR0 5 .0 0 ) x 0 .0 0
DA_DATA_MODEL 1.00) 0 .00 DA_QUALITY_CONT 1.00) I 0 .0 0
DA_GRAPHS 5 .0 0 ) 0 .00 DA.CHARTS 5 .0 0 ) i 0 .0 0
DA_REPORTS 5 .0 0 ) 0 .0 0 DA_FORECASTINO 1.00) I 0 .00
DA_F1NANCIAL 1.0 0 ) 0 .0 0 D.DOCUMENTS 10.00) i 10.00
D_T0C 1.0 0 ) 10.00 D_INDEX 1.00) x 0 .0 0
D_SUB_SUPER 1.0 0 ) 0 .0 0 D.COLUMN 1.00) I 0 .00
D_F00TN0TES 1 .0 0 ) 0 .0 0 D.SPELLER 1.00) I 10.00
D_0UTLINE 1.0 0 ) 0 .00 D.MATH 1.00) i 0 .00
D_MERGE 1.00) 10.00 D.MACRO 1.00) i 0 .00
D_FONTS 5 .0 0 ) 10.00 D.COLOR 1.00) I 10.00
D.ASSISTANT 7 .0 0 ) 0 .00 D.GRAPMICS 4.0 0 ) i 0 .0 0
P0_0RAPHICS 10.00) 0 .00 PG.DRAHING 8 .0 0 ) t 0 .0 0
FG.SYMBOLS 8 .0 0 ) 0 .0 0 PG.MECHANICS 9 .0 0 ) I 0 .0 0
P0_FACILITY 9 .0 0 ) 0 .00 PG.TEXT 8 .0 0 ) x 0 .0 0
PG.CHARTS 8 .0 0 ) 0 .00 PO.SCIENTIFIC 1 .00) x 0 .0 0
P0_FL0WCHART 1.0 0 ) 0 .00 PO.PAPER 1.00) i 0 .00
P0_0NLINE 8 .0 0 ) 0 .0 0 PO_FONTS 5 .0 0 ) i 0 .00
PO_CI!ARACTER 5 .0 0 ) 0 .0 0 PG_C0L0R 1.00) i 0 .0 0
PG_INTERFACE 1.0 0 ) 0 .00 FUTILITIES 10.00) x 0 .0 0
U_DIR_FILE 1 .0 0 ) 0 .00 U.DISK 1.00) i 0 .00
U_PRODUCTIVITY 1.00 ) 0 .0 0
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Appendix C

CASES FOR EXPERIMENTAL STUDIES

Case 1:

Joe has a PC, using it both as a stand-alone PC and as a connection to the host. He 

is proficient in using the computer for text preparation, simple programming, and already 

uses several software packages in his work.

Current need:

Joe has less than 1000 inventory records for which he wants to do the following:

* perform general queries and data retrieval

* be able to save the queries for re-use

* perform calculations on the data

* view and edit the stored data

* prepare simple reports

Joe realizes that his data is subject to frequent changes. He is willing to spend
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anywhere from 5-20 hours learning a software package to accomplish this task, and wants 

to work in the PC environment

Recommendation: 
Source I 
PC-File+

Accept

Source II 
PC-File3
(Consultant) (ICE) 
Accept
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Case 2:

Jill has a PC, and uses it both as a stand-alone PC and as a connection to the host. 

She is proficient in using the computer for text preparation, simple programming, uses 

several software packages, and is familiar with the VM environ- ment.

Current need:

Jill has 2500 inventory records for which she wants to do the following:

* perform general queries and data retrieval

* be able to save the queries for re-use

* perform calculations on the data

* view and edit the stored data

* prepare simple reports

Jill realizes that her data is subject to frequent changes. She is willing to spend

anywhere from 5-20 hours learning a software package to accomplish this task, and wants

to work in the VM environment.

Recommendation:
Source I Source II
VM/AS
(ICE)
Accept

VM/AS
(Consultant)
Accept
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Case 3:

Mary has a PC, and uses it both as a stand-alone PC and as a connection to the 

host. She is proficient in using the computer for text preparation, simple programming, 

uses several software packages, and is familiar with the VM environ- ment.

Current need:

Mary has 7500 inventory records for which she wants to do the following:

* perform general queries and data retrieval

* be able to save the queries for re-use

* perform calculations on the data

* view and edit the stored data

* prepare simple reports

Mary realizes that her data is subject to frequent changes. She is willing to spend 

as much time as needed learning a software package to accomplish this task, and wants 

io work in the VM environment.

Recommendation:
Source I Source II
VM/AS, SQL
(Consultant)
Accept

VM/AS, SQL 
(ICE)
Accept
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Case 4:

Lewis uses a PC exclusively in his work. He rates himself as a ’’proficient” user, 

and finds himself using the computer with increasing frequency to accomplish his tasks. 

He has used data base programs, word processing packages and simple graphics programs; 

he knows Basic and Cobol programming languages.

Now Lewis wants to find a package to assist in a Business Planning activity, and 

thinks a spreadsheet would help. He needs some quick answers to hypothetical questions 

about finan- cial issues: to perform ”what-if” analyses. The analyses are complicated 

enough that he wants to be able to write his own subroutines.

When the analyses are finished, he needs to prepare a customized report for his 

manager. The report must include charts of the data.

Lewis is willing to spend up to 20 hours learning the new package, and must work 

in the PC environment.

Recommendation:
Source I Source II
Lotus 123 Lotus 123, Tiny Calc
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Case 5:

Ann uses a PC exclusively in her work. She rates her computer skills as ’’average”-  

she is familiar with the commonly used functions. In the past, she has used word 

process- ing packages and simple graphics programs. She has had one course in the 

Basic language.

Now Ann wants to find a package to assist in a Business Planning activity, and 

thinks a spreadsheet would help. She needs some quick answers to hypothetical questions 

about finan- cial issues: to perform ”what-if ’ analyses.

When the analyses are finished, she must prepare a customized report for her 

manager.

Ann is not willing to spend more than a day learning the new package, and must 

work in the PC environment.

Recommendation:
Source I Source II
Tiny Calc, Lotus 123 Lotus 123, Tiny Calc
(Consultant) (ICE)
Accept Accept
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Case 6:

Tom uses a PC, both as a stand-alone and as a connection to the host machine. He 

has recently been assigned to a work group with the marketing division, where he must 

compile and summarize the statistics from data collected about customer satisfaction.

The majority of Tom’s tasks involve the following: * Fairly complex analyses, 

including principal com- ponents analysis, multiple analysis of variance (MANOVA), 

multiple regression, and factor analysis. * Integration of the results into a report that 

includes graphical representation of the data.

Because of the complexity of the analyses, and the huge volume of data involved, 

Tom has been advised to work in a batch mode environment so the jobs can be submitted 

to the host during the evening hours when there is less demand from other users.

Recommendation:
Source I Source II
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Case 7:

Nathan has been asked to conduct a study where the final goal is to make recom­

mendations on budget priorities. Individuals in this department of ten people have been 

asked to submit budget proposals for the coming year. The proposals must include a 

breakdown of required monies in 5 specified areas.

Nathan is to analyze these budgets, asking ”what-if” questions to see how the 

total budget should best be allocated. The proposals are weighted according to value 

to the company, and each of the 5 areas of the individual proposals are examined in 

appropriating the funding. He is not sure if the analysis would be made easier if he could 

write his own macros.

He prefers to use the PC environment, but is most interested in having the best 

tool for the job, so will be willing to work in either one. His work is all on-line. He has 

used the PC for simple programming and report writing in the past, and rates his skills 

as average.

Recommendation:
Source I Source II
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Case 8:

Lyle has been a VM hacker since he joined the firm. He has in the past been 

involved primarily at the assembly language level.

His current need is for a tool that will allow manipula- don and analyses of matrices 

of data -  extremely LARGE volumes of data. He also needs to be able to write routines 

that will display this data in tables and charts.

Having been a VM person, Larry wants to get software that can meet his needs in 

this environment. He is ready to spend as much time as necessary to learn the appropriate 

soft- ware.

Recommendation:
Source I Source II
VM/AS SAS, VM/AS
(Consultant) (ICE)
Accept Accept
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Case 9:

Judy needs to prepare monthly reports of sales data. The data is brought to her on 

PC disks from 20 people who use IBM Filing Assistant.

The reports go to the manager, who requires that certain graphs be made each 

month to accompany the textual summaries of the data.

Judy’s previous experience with computers is limited to the PROFS environment 

(to take care of daily schedules and mail) and to document preparation, for which she 

has experi- mented with various PC software available.

Recommendation:
Source I Source II
PC-File+, Graphing Assistant
Graphing Assistant 
(ICE) (Consultant)
Accept Accept
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Case 10:

Irene began using the computer last year to prepare memos and letters with a simple 

word processing package. She has a PC on her desk, with a connection to the host, but 

she mainly uses the host to receive mail messages.

Now she has been asked to prepare presentation materials in the form of overhead 

transparencies. The material includes both alphanumeric text as well as graphics, so she 

requires a package with the following capabilities:

* different fonts

* varying character sizes

* library of pre-stored symbols

Irene will be entering the data via the keyboard. She is willing to spend 5-20 hours 

learning the package, and must work in the PC environment.

Recommendation:
Source I Source II
ChartMaster, ChartMaster,
SignMaster SignMaster
(ICE)
Accept

(Consultant)
Accept
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Case 11:

Barbara began using the computer last year to prepare memos and letters with a 

simple word processing package. She has a PC on her desk, with a connection to the 

host, but she mainly uses the host to receive mail messages. She is eager to expand her 

skills in taking advantage of what the host has to offer.

Now she has been asked to prepare presentation materials in the form of overhead 

transparencies. The material includes both alphanumeric text as well as graphics, so she 

requires a package with the following capabilities:

* different fonts

* varying character sizes

* library of pre-stored symbols

* color

Barbara will be entering the data via the keyboard. She is willing to spend up to a 

week learning the package, as she has been told that she will in the future be preparing 

many of these presentations for her department. She would like to work in the VM 

environment.

Recommendation:
Source I Source II
APGS APGS
(ICE) (Consultant)
Accept Accept
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Case 12:

Sarah began using the computer last year to prepare memos and letters with a 

simple word processing package. She has a PC on her desk, with a connection to the 

host, but she mainly uses the host to receive mail messages.

Now she has been asked to prepare presentation materials: paper copy. The data 

is all alphanumeric text. She requires a package with the following capabilities:

* different fonts

* varying character sizes

* color is NOT required

Sarah will be entering the data via the keyboard. She is not willing to spend much

time learning the package, a maximum of 4-5 hours, and prefers a menu-driven, easy-to-

use approach. She must work in the PC environment.

Recommendation:
Source I Source II
SignMaster, SignMaster,
PersonalExpression ChartMaster 
(Consultant) (ICE)
Accept Accept
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Case 13:

Jack began using the computer two years ago to prepare documents with PROFS. 

He has a PC on his desk, with a connection to the host. He knows no programming 

languages, but has used many of the facilities of the PROFS environment and is eager 

to expand his knowledge of the VM environment.

Now he has been asked to prepare presentation materials in the form of overhead 

transparencies as well as paper copies. The material is alphanumeric text, and so he 

requires the following capabilities:

* different fonts

* varying character sizes

* color

Jack will be entering the data via the keyboard. He is willing to spend around 20 

hours learning the package, and wishes to work in the VM environment.

Recommendation:
Source I Source II
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Case 14:

Sue began using the computer two years ago to prepare documents with PROFS. 

She has a PC on her desk, with a connec- don to the host. She knows no programming 

languages, but has used many of the facilities of the PROFS environment and is eager 

to expand her knowledge of the VM environment.

Now she has been asked to prepare presentation materials in the form of overhead 

transparencies as well as paper copies. The material is includes both alphanumeric text 

and graphics, so she requires the following capabilities:

* different fonts

* varying character sizes

* color

* library of predefined graphic symbols

Sue will be entering the data via the keyboard. She is willing to spend around 20 

hours learning the package, and wishes to work in the VM environment.

Recommendation:
Source I Source II
APGS
(ICE)
Accept

APGS
(Consultant)
Accept

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

163

Case 15:

Milton has used the VM environment for programming purposes. Now he has been 

assigned to a project where he will have to prepare many documents that include column 

process- ing.

He also desires the capability of a spell-checker. He wants to be able to merge 

files, and needs to embed graphics in the text.

Milton is willing to spend more than 20 hours learning the package, and must work 

in the VM environment.

Recommendation:
Source I Source II
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Case 16:

Chad has a PC, which he has used mostly for programming purposes. Now he has 

been assigned to a project where he will have to prepare documents that include column 

processing.

He also desires the capability of a spell-checker. He wants to be able to merge 

files, and needs to embed graphics in the text.

Chad is willing to spend as much time as needed learning the package, and must 

work in the PC environment.

Recommendation:
Source I Source II
DW3/DWAssistant, DW3, WordProof
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Case 17:

Elizabeth has used PROFS for document preparation, but now must migrate to a 

PC environment. She will continue to do much word processing and editing, and uses 

the following features regularly:

* production of table of contents

* footnotes

* spelling checker

* merge files

The package must be for the PC environment.

Recommendation:
Source I Source II
DW3/ProfesEdit DW3, WordProof 

WordProof 
(ICE) (Consultant)
Accept Accept
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Case 18:

Ernie wants to do simple memo and document preparation on his PC. He is not 

very familiar with the computer, and does not want to spend much time learning a word 

processing package-less than 5 hours.

He wants ’’the simplest word processing program” available, but it must offer a 

spelling checker. It must be PC-based.

Source II 
Writing Assistant,
WordProof 
(ICE)
Accept
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Case 19:

Olivia is a manager in charge of a project in which 5 other people are working 

under her. The project has about 30 tasks, and involves managing 10 other resources.

Olivia needs the following capabilities from a PC program:

* resource leveling

* slack time analysis

* critical path analysis

* project tracking

Olivia wants the facility for a defining the workdays on a user-specific calendar.

She must provide simple progress reports to her third- level manager. These reports 

must include PERT and Gantt charts.

Recommendation:
Source I Source II
VM/AS Harvard Total Project Manager
(ICE) (Consultant)
Reject Accept
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Case 20:

Chris is a manager in charge of a project in which 10 other people are working 

under him. The project has about 60 tasks, and involves managing 50 other resources.

He needs the following capabilities from a software package:

* resource leveling

* slack time analysis

* critical path analysis

* project tracking

* risk analysis

Chris wants the facility for defining the workdays on a user-specific calendar.

He must provide simple progress reports to his manager. These reports must include 

PERT and Gantt charts.

Chris is working in a VM environment.

Recommendation:
Source I Source II
VM/AS
(ICE)
Accept

VM/AS
(Consultant)
Accept
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